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Abstract

The basic Spectral Modeling Synthesis (SMS) technique models sounds as the sum of sinusoids

plus a residual. Though this analysis/synthesis system has proved to be successful in transforming

sounds, more powerful and intuitive musical transformations can be achieved by moving into the

SMS high-level attribute plane. In this paper we describe how to extract high level sound attributes

from the basic representation, modify them, and add them back before the synthesis stage. In this

process new problems come up for which we propose some initial solutions.

1 Introduction

The goal of the research behind SMS has always been

to get sound representations based on analysis that are

musically intuitive and from which sound

transformations can be obtained without generating

any artifacts in the synthesized sound. Through this

work it has become clear that it is impossible to

obtain a single representation suitable for every sound

and application. It has required to extend the original

deterministic plus stochastic model [1] in order to

include specific derivations for particular situations,

while maintaining the overall analysis/synthesis

framework as general as possible [2].

The most flexible representation can be achieved

from the non real time analysis of well recorded

sounds in a dry environment. These sounds should be

pseudo-harmonic and monophonic, that is, melodies

or single notes, played with a musical instrument. As

these conditions are relaxed, one by one, other

representations are possible that are not as flexible but

that are powerful enough for many music and audio

applications. In this article we concentrate on the

most flexible representation possible, thus giving up

some of the generality of SMS. However, it still

shares the same analysis/synthesis framework with all

other representations based on SMS, under which,

representations can easily be found that are optimal

for every sound and application.

We will start by describing the concept of high level

attributes. We discuss the fact that in all natural

sounds most of these attributes are interrelated, thus

making the analysis harder. We also have to maintain

these interrelations, or at least pay attention to them,

when transformations are applied. Then, we describe

the extraction of these attributes from the basic

sinusoidal plus residual representation and discuss the

issue of transformations based on this new

representation.

2 High level attributes

The accomplishment of a meaningful

parameterization for sound transformation

applications is a difficult task. We want a

parameterization that offers an intuitive control over

the sound transformation process, with which we can

access most of perceptual attributes of a sound, or

even a group of related sounds, such as all the sounds

produced by a given instrument.

The basic SMS analysis results in a simple

parameterization appropriate for describing the

microstructure of a sound. These parameters are the

instantaneous frequency, amplitude and phase of each

partial and the instantaneous spectral characteristics

of the residual signal. There are other useful

instantaneous attributes that give a higher level

abstraction of the sound characteristics. For example

we can describe fundamental frequency, amplitude

and spectral shape of sinusoidal component,

amplitude  and spectral shape of residual component,

and total amplitude. These attributes are easily

calculated at each analysis frame from the output of

the basic SMS analysis. At the same level, there are

other attributes useful for the characterization of other

aspects of the sound microstructure, like the degree of

harmonicity, noisiness, spectral tilt, and spectral

centroid.

A part from the instantaneous, or frame, values, it is

also useful to have parameters that characterize the

time evolution of the sound. These time changes can



be described by the derivatives of each one of the

instantaneous attributes.

Another important step towards a musically useful

parameterization is the segmentation of a sound into

regions that are homogeneous in terms of its sound

attributes. Then we can identify and extract region

attributes that will give higher level control over the

sound. The simplest, and most general, segmentation

process divides a melody into notes and silences and

then each note into an attack, a steady state and a

release regions. Global attributes that can characterize

attacks and releases refer to the average variation of

each of the instantaneous attributes, such as average

fundamental frequency variation, average amplitude

variation, or average spectral shape change. In the

steady state regions it is meaningful to extract the

average of each of the instantaneous attributes and

measure other global attributes such as time-varying

rate and depth of vibrato.

The concept of sound attributes can be taken a step

further by considering the common attribute values of

an entire instrument, i.e., for all the sounds produced

by the instrument. The attributes of each note are

compared and combined in order to group the

characteristics that are common to the whole

instrument, or some of its sounds, leaving each note

only with the differences from the average values of

the different attributes. This gives musical control at

the instrument level without having to access each

individual analyzed note.

3 Attribute correlations

In most cases the different attributes of a given sound

are correlated and a change in one is accompanied by

changes in others. Some of these correlations are due

to the acoustic behavior of the actual vibrating system

producing the sound, others to the way that the system

is excited by the player. All musical instruments

exhibit this property and we have to pay attention as

to the way we calculate, extract and put back these

attributes, in order to preserve the character of a given

instrument and a specific performance of it. For

musical reasons we might want to break these

correlations in the synthesized sound, thus changing

the natural behavior of the instrument and the

perceptual relations between these attributes. But,

even in this case, the results will be more interesting if

we understand these correlations and define rules that

generate “non-natural” correlations between the

different perceptual attributes of a sound.

Some of the correlations are well known by

musicians, and sound designers take them into

account when they want to emulate the behavior of an

acoustic instrument using a given synthesis technique.

Examples of relevant correlations found in

instrumental sounds are between fundamental

frequency and spectral shape, between fundamental

frequency and amplitude, or between amplitude and

spectral shape. For example, in most instruments, as

we go up the scale (higher fundamental frequency) the

number of partials decreases, the spectral slope

increases and, generally, the amplitude also increases.

Also, as we play louder the resulting sound becomes

brighter (flatter spectral slope).

In the context of SMS there are correlations that come

up either in the analysis or the synthesis of a sound.

Examples of these are between amplitude of sinusoids

and amplitude of residual and between amplitude of

partials, frequency of partials and spectral shape of

sound. If we want to make transformations to a sound

while maintaining its character we have to accompany

the change of an attribute with the appropriate

changes to the correlated attributes.

4 Attribute detection and extraction

From the basic sinusoidal plus residual representation

it is quite simple to extract the attributes mentioned

above. The critical issue is how to extract them in

order to minimize interferences, thus obtaining, as

much as possible, meaningful high level attributes

free of correlations. We first extract instantaneous

attributes and their derivatives, then we segment the

sound, and finally we can extract region attributes.

4.1 Frame  attributes

The basic frame, or instantaneous, attributes are:

amplitude of sinusoidal and residual component, total

amplitude, fundamental frequency, spectral shape of

sinusoidal and residual component, harmonic

distortion, noisiness, spectral centroid, and spectral

tilt. These attributes are obtained at each frame using

the information that results from the basic SMS

analysis and not taking into account the data from

previous or future frames. Some of them can be

extracted from the frame data, leaving a normalized

frame, others are information attributes that describe

the characteristics of the frame and are not extracted

from the original data.

The amplitude of the sinusoidal component is the sum

of the amplitudes of all harmonics of the current

frame expressed in dB,
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where ia  is the linear amplitude of the thi harmonic

and I is the total number of harmonics found in the

current frame.



The amplitude of the residual component is the sum

of the absolute values of the residual of the current

frame expressed in dB. This amplitude can also be

computed by adding the frequency samples of the

corresponding magnitude spectrum,
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where ( )nxR is the residual sound, M is the size of the

frame, )(kX R is the spectrum of the residual sound,

and N is the size of the magnitude spectrum.

The total amplitude of the sound at the current frame

is the sum of its absolute values expressed in dB. It

can also be computed by summing the amplitudes of

the sinusoidal and residual components,
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where )(nx is the original sound and )(kX is its

spectrum.

The fundamental frequency is the frequency that best

explains the harmonics of the current frame. This can

be computed by taking the weighted average of all the

normalized harmonic frequencies,
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where if is the frequency of the thi harmonic. A

more complete discussion on the issue of fundamental

frequency in the context of SMS can be found in [3].

The spectral shape of the sinusoidal component is the

envelope described by the amplitudes and frequencies

of the harmonics, or its approximation,
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The spectral shape of the residual component is an

approximation of the magnitude spectrum of the

residual sound at the current frame. A simple function

is computed as the line segment approximation of the

spectrum,
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M is the number of frequency samples used for each

calculation of a local maximum. Other spectral

approximation techniques can be considered

depending on the type of residual and the application.

The harmonic distortion is a measure of the degree of

deviation from perfect harmonic partials,
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The noisiness is a measure of the amount of non

sinusoidal information present in the frame. It is

computed by taking the ratio of residual amplitude

versus total amplitude,
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Related noisiness measures result from studying the

shape of each spectral peak and its deviation from the

ideal sinusoidal peak.

The spectral centroid is the midpoint of the energy

distribution of the magnitude spectrum of the current

frame. One might also think of it as the “balance

point” of the spectrum,
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The spectral tilt of the sinusoidal component is the

slope of the linear regression of the data points
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, and iσ  is a weight

factor for each data point that we have found useful to

set it proportional to the amplitude value,
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For completeness we could also compute the spectral

tilt of the residual component but we have not

considered a relevant attribute for our purposes.

4.2 Frame variation attributes

The frame to frame variation of each attribute is a

useful measure of its time evolution, thus an

indication of changes in the sound. It is computed in

the same way for each attribute,

M
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where )(lVal is the attribute value for the current

frame and )1( −lVal is the attribute value for the

previous one.

4.3 Segmentation

Sound segmentation has proved important in

automatic speech recognition and music transcription

algorithms. For our purposes it is very valuable as a

way to apply region dependent transformations. For

example, a time stretching algorithm would be able to

transform the steady state regions, leaving the rest

unmodified.

The simplest, and most general, segmentation process

divides a melody into notes and silences and then

each note into an attack, a steady state and a release

regions. Attack and release regions are identified by

the way the instantaneous attributes change in time

and the steady state regions are detected by the

stability of these same attributes.

The techniques originally developed for speech [4],

based on Pattern-Recognition, Knowledge-Based or

Neural Network methodologies, start to be used in

music segmentation applications [5]. Most of the

approaches apply classification methods that start

from sounds features, such as the ones described in

this paper, and are able to group sequences of frames

into predefined categories. No reliable and general

purpose technique has been found. Our experience is

that they require narrowing the problem to a specific

type of musical signal or including a user intervention

stage to help direct the segmentation process.

4.4 Region attributes

Once a given sound has been segmented into regions

we can study and extract the attributes that describe

each one. Most of the interesting attributes are simply

the mean and variance of each of the frame attributes

for the whole region. For example, we can compute

the mean and variance for the amplitude of sinusoidal

and residual components, the fundamental frequency,

the spectral shape of sinusoidal and residual

components, or  the spectral tilt.

Vibrato is a specific attribute present in many steady

state regions of sustained instrumental sounds that

requires a special treatment. There is another article

from our research group that describes this issue in

detail [6].

Region attributes can be extracted from the frame

attributes in the same way that the frame attributes

were extracted from the low level SMS data. The

result of the extraction of the frame and region

attributes is a hierarchical multi-level data structure

where each level represents a different sound

abstraction.

5 Attribute transformations

The hierarchical data structure that includes a

complete description of a given sound offers many

possibilities for sound transformations. Most

musically meaningful transformations are done by

modifying several attributes at the same time and at

different abstraction levels.

Higher level transformations can refer to aspects like

sound character, articulation or expressive phrasing.

These ideas lead to the development of front ends

such as graphical interfaces [7] or knowledge-based

systems [8] that are able to deal with the complexity

of this sound representation.

6 Conclusion

In this article we have presented an overview of the

work being carried out at the Audiovisual Institute in

the direction of extending the SMS sound

representation towards higher level abstractions. It

opens new research problems that will lead to

interesting and exciting music applications.
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