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ABSTRACT

Real-time bidirectional audio applications, like microphones
and monitor speakers in live performances, typically require com-
munication systems with minimum latency. When digital trans-
mission with limited bit rate is desired, this poses tight constraints
on the algorithmic delay of the audio coding scheme. We present
a delay-free approach employing adaptive differential pulse code
modulation (ADPCM) and adaptive spectral shaping of the coding
noise. To achieve zero-delay operation, both prediction and quan-
tization logic of the ADPCM structure are realized in a backward-
adaptive fashion. Noise shaping is accomplished via two feedback
loops around the quantizer for efficient exploitation of the auditory
selectivity and masking phenomena, respectively. Due to automatic
optimization of the involved parameters, the performance of the
proposed system is on par with that of prior low-delay approaches.

1. INTRODUCTION

Contemporary perceptual audio codecs such as MPEG-1 Layer 3
(MP3) and MPEG-4 (AAC), due to block-wise processing of the
input waveform, introduce an algorithmic latency of at least 100 ms
between the original signal and the decoded output [1]. In off-
line applications such as the preparation of digital recordings for
efficient storage, this delay generally does not represent an issue.
In real-time bidirectional communication, however, delays above
roughly 10 ms are likely to compromise performance [2]. Hirmé
and Laine [3]] proposed a total codec latency of 2—5 ms for “live”
situations. Given that the above codecs are not suitable for real-
time use, different approaches are required. Recent developments
include MPEG-4 AAC-ELD [4] and Fraunhofer’s ULD [5]] with
delays of 15 and 6 ms, respectively. It is also possible to achieve
delay-free operation by use of linear predictive coding (LPC), a
technique commonly used for speech coding since the 1970s [6]].
Because of their inability to obtain detailed spectral information
about the input, however, LPC codecs typically fall behind their
transform-based counterparts in terms of attainable audio quality
for a given bit rate.

2. THE PROPOSED SYSTEM

The coding system proposed in this paper consists of a delay-free
backward-adaptive ADPCM codec and feedback noise shaping.
The ADPCM codec exploits the signal’s statistics to reduce the
distortion when requantizing to a lower bit rate. The resulting
coding error is nearly white noise. By feeding the error back to
the input through suitably chosen filters, the coding noise may be
spectrally shaped to reduce its audibility.
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Figure 1: Structure of the ADPCM codec.

2.1. The ADPCM codec

A fairly standard ADPCM encoder and decoder similar to the ones
from [7]], [8l] and [9]] has been employed in this work, see ﬁgurem
From the input x(n) to the ADPCM encoder, a prediction p(n) is
subtracted. The resulting prediction error e(n) = x(n) — p(n) is
then divided by an estimate v(n) of its expected absolute value.
This normalized prediction error is finally quantized to the reduced
bit rate.

The value g(n) associated with the quantization index is then
multiplied with v(n) in both decoder and encoder to obtain the
reconstructed prediction error é(n) = v(n)-g(n). From this é(n),
the level estimate v(n+ 1) to be used for the next sample is deter-
mined. By further adding the predicted value back to the prediction
error, we obtain the reconstructed signal £(n) = é(n) + p(n), again
in both decoder and encoder. The predictor uses £(n) to calculate
the prediction p(n+ 1) for the next input sample. As the same
values of é(n) and £(n) are used in encoder and decoder to up-
date v(n) and p(n), respectively, it is not necessary to transmit any
side information, provided that the same initial states are used. The
overall error due to coding, as can easily be verified, equals the
quantization error scaled by v(n) and is approximately white [10].

The level or envelope estimation is performed by low-pass
filtering &2 (n) according to

V2 (n+1) = max (V,Znin,léZ(n)—l-(l—l)vz(n)) (1)
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and taking the square root of the result. The coefficient A controls
the cut-off frequency of the low-pass and hence determines how
fast the estimated envelope follows the signal, while v,,;, sets a
lower bound on the envelope to avoid using excessive gains in the
codec during periods of silence. To minimize quantizer overload
when the prediction error power suddenly increases, the low-pass
switches between two coefficients Ayt and Agr corresponding to
two cut-off frequencies: when é?(n) > v?(n), a higher cut-off fre-
quency is used to facilitate fast adaptation, while otherwise, a lower
cut-off frequency is used to achieve a smoother v(n) for stationary
segments.
The predictor is realized as an FIR lattice filter

Jm(n) = fin—1(n) — Kin(n)by—1(n—1) 2)
bn(1n) = by—1(n—1) — Kin(n) fin—1(n) 3)
fo(n) = bo(n) = i(n), “

where

M
p(n) =%(n) = fu(n) =Y Kn(n)bp_1(n—1) (5)

m=1

yields the desired prediction. The lattice filter structure has the
important advantage that it can easily be ensured to be minimum-
phase by enforcing |k, (n)| < 1, a prerequisite for the stability of
the feedback structure employed.

The coefficients are adapted using the gradient adaptive lattice
(GAL) algorithm [[11]

Km(n+1)=
Kn (1) + o (1) - (fn ()1 (0= 1) + fin—1(n)bin(n)), (6)
which is very attractive because of its low computational complex-

ity. The step size U;,(n) is derived from a base step size fi by
stage-wise power normalization [[12]

U (n) = lm(n)“mv @)
(1) = (1= ) b(n = 1)+ - (fr (1) 48,y (0= 1)),
(8)

where /i, is a small constant to avoid division by zero. In prac-
tice, after updating k;, according to equation (@), |Kn| <1—¢is
enforced to ensure filter stability in the feedback structure, with €
being a small constant.

The quantizer is non-uniform symmetric. Each input sample is
quantized to the nearest codebook entry g;. No dithering is used, as
the signal to be quantized is approximately white, so that no severe
harmonic distortion is to be expected.

2.2. The feedback noise shaper

The ADPCM system takes advantage of any redundancy present in
the audio signal to minimize the power of the coding noise induced
by the requantization. However, the coding noise is white, and its
audibility can be further reduced by appropriate spectral shaping,
even at the cost of increasing its power. While in [8]] and [9],
adaptive pre- and post-filtering were used to achieve the spectral
shaping, in this paper, noise feedback shall be employed.
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Figure 2: Structure of the noise shaper around the ADPCM codec.

As depicted in figure 2] the noise shaper used consists of two
filters, Hg(z) and Ha(z). If e(n) = £(n) — x(n) denotes the error
introduced by the ADPCM codec, then

_ jQ .
X(ejﬂ) - U(ejQ) + L(E{)E(EJQL )

that is, the error is spectrally shaped by

1 —Hs(z)

Hz)= 1—Hy(z)

(10)
To obtain a realizable system without delay-free loops, both fil-
ters Hg(z) and Hy (z) will be free of a direct path.

The denominator filter Hy(z) is adapted so as to exploit the
simultaneous masking of the original signal and shape the noise
spectrum accordingly. To reduce computational complexity, the
masking threshold is approximated by the simple heuristic of using
a smoothened version of the signal spectrum itself. Conveniently,
the spectral information implicitly present in the prediction coeffi-
cients k;,(n) may be reused by applying another lattice filter

Fn(n) = Fn—1 (1) = Ko () b1 (n — 1) (11
bi(n) =p- (bm 1(n—1)— Km(”)fm—l(”)) (12)
fo(n) =%(n) —u(n)  bo(n) = (&(n) —u(n)) (13)

giving the first component of the shaping signal

n

Zrcm bp—1(n—1). (14)

The additional factor 8 € [0, 1] scales the resulting poles compared
to the all-pole model of the linear predictor, thereby smoothing the
spectrum and avoiding excessive noise shaping which might result
in undesirable peaks in the noise spectrum.

The noise shaping achieved by this simple adaptation scheme
has two particular disadvantages. First, for reasonable choices of
the filter order M, the resolution at the low end of the spectrum
is, psychoacoustically, insufficient. As a consequence, partial un-
masking of the coding error, and thus audible low-frequency noise,
is likely to occur, as reported in [13} 14} [15]. Second, the consid-
erably reduced hearing sensitivity at very high frequencies is not
exploited. A certain amount of noise energy can be shifted to the
upper end of the spectrum before the audibility threshold is reached
and before the overall codec performance is negatively affected.
Fortunately, both issues can be remedied by applying a second,
static filter Hg(z) as

—x(n—1)) (15)
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with coefficients such that 1 — Hg(z) attenuates low frequencies at
the cost of amplifying high frequencies.

Combining both components then gives the shaping signal
s(n) = sa(n) — ss(n) which is added to the original signal u(n)
to yield the input signal x(n) of the ADPCM codec. Note that
the decoder is not modified when introducing error-feedback noise
shaping, since 7i(n) = £(n) already is the correct reconstruction.

3. PARAMETER OPTIMIZATION

The proposed coding system has a wide range of parameters that
can be adjusted. All of these can have a significant impact on the
audio quality delivered by the system for a given bit rate. In fact,
the choice of parameters determines whether the coding system is
usable at all. Unfortunately, the optimal parameter values in terms
of achieved audio quality cannot be derived analytically. Instead, a
search in the parameter space is required. As the parameter space
has too many dimensions for manual trial-and-error style optimiza-
tion, automating this search is desirable.

The first prerequisite for automated optimization is a suitable
cost function. For the case at hand, this requires choosing audio
test material and a method to evaluate the achieved audio quality
after coding and decoding. As the test material, we have chosen the
EBU sound quality assessment material (SQAM) [16], featuring a
total of 70 test items including artificial signals, single instrument,
ensemble and voice recordings as well as pop music excerpts. The
resulting audio quality was determined for each item by itself using
the PEAQ method [17, (18], giving an objective difference grade
(ODG) between 0 (no audible distortion) and —4 (very annoy-
ing distortion). To get a single value per parameter vector, the
fourth powers of the ODGs are averaged. Taking the fourth power
strongly emphasizes items of low quality. The motivation is that
an audio codec with good performance for any signal is more uni-
versally useful than one with excellent performance for most, but
failing miserably for some.

The optimization consists of a global search followed by a
local search. The global search is based on simulated annealing,
the local search is conducted according to the Rosenbrock method.

3.1. Simulated annealing

Originally, simulated annealing is a technique for discrete opti-
mization, however, it can easily be modified for continuous param-
eter spaces [19]]. Let r denote the current parameter vector of the
search and C(r) the associated cost function as described above.
Then, a new tentative parameter vector is constructed as

r* =1+ Ar, (16)

where Ar is a random vector with zero mean and covariance S to
be discussed shortly. The tentative vector r* is accepted as the new
parameter vector  with probability

P =min (1,exp CM)) (17)

That is, an r* resulting in better quality is always accepted, while
decreases in quality are only accepted with decreasing probability.
The parameter 7', the temperature, is lowered in the course of the
optimization, so that accepting worse parameter vectors becomes
increasingly improbable. The covariance S is determined from

past accepted solutions such that the steps Ar taken depend on the
local topology of the cost function in a reasonable way.

For suitable choices of initial temperature 7 and the cooling
scheme with which 7T is decreased, convergence to the optimal
solution is guaranteed. However, the cost function employed would
take too long to evaluate for such a cooling scheme. We therefore
reduce T faster, which no longer delivers the optimal solution,
but usually reaches a sufficiently good solution in an acceptable
amount of time.

3.2. The Rosenbrock method

As the simulated annealing does not necessarily converge to the
optimal solution, a local search starting at the best parameter vector
evaluated during the simulated annealing can further refine the
result. We apply the Rosenbrock method [20], as it does not require
the cost function’s gradient.
Again starting from a parameter vector 7, a tentative parameter
vector
r* =r+Ar; (18)

is formed and accepted as new r only if it results in a quality im-
provement. The Ar; is chosen out of a set of orthogonal vectors.
If 7* is accepted, the length of the respective Ar; is increased, oth-
erwise it is decreased. This is repeated iteratively for all Ar; until in
each direction, at least one r* was accepted and one was rejected.
After such a round, the complete step taken in the whole process
is used as Ar; and the remaining Ar; are determined by Gram-
Schmidt orthogonalization. The process in started over with the
new set of Ar;, where the length of Ar| may be used as termination
criterion.

4. EVALUATION

Parameter optimization and evaluation were performed using mono
downmixes of the SQAM material. The sampling rate of the mate-
rial was kept at 44.1 kHz. For the bit rate, both 3 bit and 4 bit per
sample were examined, resulting in 132.3 kbit/s and 176.4 kbit/s,
respectively, for a single channel.

To evaluate not only the quality of the complete coding sys-
tem, but also the impact of the noise shaping, in a first optimization
run, the noise shaper was disabled to give parameters for the AD-
PCM codec only. We constrained £ = 10~8 and v, = Lpin to
reduce search space dimensionality without sacrificing too much
flexibility. The ADPCM parameters were then kept fixed for the
optimization of the noise shaper, where the order of the static noise
shaper was set to L = 8.

The resulting parameters of this two-stage optimization are
listed in table[I} Not surprisingly, the quantizer codebook is denser
for lower values. The time constants of the envelope estimation are
relatively high, which allows the coding systems to handle tran-
sient sounds without excessive quantizer overload. The predictor
order M = 79 for the 4 bit per sample case is somewhat high, but
thanks to the GAL algorithm, it should not stand in the way of
an efficient implementation. As expected, the magnitude transfer
function of the static noise shaper, depicted in figure [3| attenu-
ates low-frequency components at the cost of amplifying higher
frequencies. The scaling factors § = 0.28 or § = 0.49 used in
the adaptive noise shaper result in a significant smoothing of the
spectrum.

The ODGs for the same items for which listening tests were
conducted in [[7] are shown in figure [d It should be noted that
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Table 1: Codec parameters used for evaluation (negative entries q;

of the symmetric codebook omitted for brevity).

Parameter | for 3 bit/ sample for 4 bit / sample
q1 1.46159 x 10797 | 1.08515 x 1001
N 5.49513x 10791 | 3.00403 x 10~
e 1.04466 5.21187 x 10701
qa 1.80110 7.87807 x 10701
qs 1.00004
s 1.31301
a7 173766
a8 2.69500
AAT 8.35779 x 10791 |  8.65607 x 107!
ART 9.87227 x 10792 | 1.05238 x 107!
M 49 79
i 2.08112x 1079 | 2.07903 x 10703
Vinin = lmin | 1.46494 x 1070 | 1.44400 x 100
£ 1.00000 x 1079 | 1.00000 x 1008
hs(1) 495363 x 1071 | 4.02220 x 10791
hs(2) 406237 x 10792 | 1.34312x 107!
hs(3) 245061 x 10792 | —1.92533 x 10~92
hs(4) 6.51422x 107% | 2.40213 x 1003
hg(5) 273930 x 10791 | 1.22069 x 107!
hg(6) —1.04735x 107%0 | 6.56308 x 10~%
hs(7) —2.52869 x 10793 | —2.32595 x 1002
hg(8) 217942 x 10790 | 322201 x 107!
B 491936 x 10701 | 2.84474 x 10791
5
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Figure 3: Magnitude transfer function of the static noise shaping
filter 1 — Hg(z) for 3 bit per sample (- -) and 4 bit per sample (—).
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Figure 4: Objective evaluation results for the coding system with-
out (+) and with (x) noise shaping.

these items include the castanets, triangles and glockenspiel signals
which are particularly problematic for the ADPCM codec. The re-
sults for 132.3 kHz/s are almost on par with the approach proposed
in [7]], where admittedly the codec was operated at only 128 kbit/s,
but on the other hand, was not delay-free.

Adding the noise shaping shows a significant improvement in
audio quality for the lower bit rate across all signal types. For
the higher bit rate, adding the noise shaping still shows an im-
provement, alas a smaller one. The reason for this rather small
improvement is that the ADPCM codec shows worst performance
for transients, while for stationary segments, at the higher bit rate
the noise is low enough to be almost inaudible. But for transients,
the adaptive noise shaper does not help much as it is not adapted
fast enough, leaving only the static noise shaper.

Of course, the ODGs were the cost function of optimization, so
the proposed codec is tuned for this objective evaluation instead of
real human perception. However, informal listening tests confirm
that the results of figure[d] match with subjective evaluation.

5. CONCLUSIONS

We have presented a delay-free audio coding approach based on
backward-adaptive ADPCM and noise-shaping feedback. An ef-
ficient realization of the noise shaping filter was achieved through
separation into a signal-adaptive structure, derived from the con-
tinuously adapted prediction filter, and a time-invariant structure
with a high-pass characteristic. Thanks to an automatic tuning of
the numerous parameters of the codec, the achieved audio quality
is comparable to that of prior low-delay coding systems while the
computational complexity remains very moderate. Only for very
transient signals, our delay-free codec is at a disadvantage due to
its inability to “look ahead in time”. Nonetheless, in the trade-off
between bit rate, audio quality and coding latency, the proposed
approach represents a viable option when minimum coding delay
is of high priority.
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