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ABSTRACT

In this paper we study the use of different spatial processing tech-
niques to create audio effects for forced transitions between music
tracks in headphone listening. The audio effect encompasses a
movement of the initially playing track to the side of the listener
while the next track to be played moves into a central position si-
multaneously. We compare seven different methods for creating
this effect in a listening test where the task of the user is to char-
acterize the span of the spatial movement of audio play list items
around the listener’s head. The methods used range from ampli-
tude panning up to full Head Related Transfer Function (HRTF)
rendering. It is found that a computationally efficient method us-
ing time-varying interaural time differences is equally effective in
creating a large spatial span as the full HRTF rendering method.

1. INTRODUCTION

What users commonly do when listening to an audio play list or
CD is to jump from one item to another item by pressing the
’Next’, or ’Previous’ button of the player. This may be performed
anywhere between the start and the end of an item and it is im-
plemented in basically all audio players is that the current item is
muted and the new track starts playing.

In this paper we study a class of spatial transition effects for
headphone listening. The goal is to produce the impression that
one track goes physically away and another track comes in. For
example, the current music track moves far away to the right and
another track slides in from the left hand side. This type of effect
has earlier been proposed for surround audio playback with loud-
speakers [1] but, to our knowledge, not for headphone listening.

The approach is to position the audio source into a simulated
loudspeaker-listener scenario where the virtual loudspeaker, and
the listener’s ears have well-defined geometric positions. Once
this is done, we can move the virtual loudspeaker to arbitrary po-
sitions resulting in a perceived movement of the audio sources. In
swapping from one audio item to another, the simulation can be
performed such that a virtual loudspeaker playing Item 1 is moved
far to the left from the user’s ears and another loudspeaker playing
Item 2 is carried in from the right to the desired playback posi-
tion. For simplicity, we consider only monophonic audio material
in this paper, but the same approach can be used also for stereo or
multichannel material by creating multiple virtual loudspeakers.

These effects can be created combining many different meth-
ods such as amplitude, or phase panning, HRTF filtering, or room
simulation. In the current paper we introduce seven different com-
binations of algorithms for spatial track transition which differ in
computational complexity. Using a new type of listening test,
where the subject indicates the movement trajectories of the au-
dio items, we evaluate the effectiveness of each of the methods in
creating a large span of perceived auditory movement.
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Figure 1: A simulation for a loudspeaker-listener system.

2. THE ACOUSTIC MODEL

The generic model is based on the source-medium-receiver model
of binaural simulation [2]. Here, the source is represented by a vir-
tual loudspeaker, the medium is a model of room acoustics, and the
receiver is a pair of virtual microphones representing the listener’s
ears in the room. The model for the medium contains the sound
propagation in the room, and the receiver model takes into account
the orientation of the listeners head and the Head Related Transfer
Functions (HRTFs). This signal processing model is illustrated in
Fig. 1 and is similar to those presented by many authors earlier for
binaural or transaural listening, see e.g., [3, 2, 4].

The directionality of the source has not been incorporated into
the current model, but we assume that the source is an ideal omni-
directional loudspeaker.

In reality, the head-related transfer functions (HRTF) repre-
sent impulse responses measured from a limited number of source
positions on a sphere with the center position in the center of the
listener’s head. For example, in the CIPIC data used in the cur-
rent paper, the radius of the measurement sphere (a hoop where
the speakers were fixed) was one meter [5]. The HRTF measure-
ment sphere is shown in Fig. 1. Consequently, the model for a
direct sound from a source is a cascade of a direct path filter from
the source location to the surface of that sphere, and a HRTF filter
from the sphere to the listener’s ears. In the room model a limited
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Figure 2: A simulation for a loudspeaker-listener system.

number of early reflections from the room surfaces are often added
and they are convolved using HRTFs representing the angles of ar-
rival for each individual reflection, see, e.g, [6]. Finally, the diffuse
reverberation is modelled using a filter representing the reverber-
ation and a pair of HRTFs representing the diffuse-field responses
to the two ears, that is, means of HRTFs in the horizontal plane.

In this paper, we consider a simplified model consisting only
of the direct path and the diffuse reverberation path. The block
diagram is illustrated in Fig. 2.

The simulation of a moving sound source can be directly im-
plemented using the system of Fig. 2. For example, the Doppler
effect results automatically from changing the delay of the direct
path propagation filter as a function of the simulated location of
the source. In models for moving sources where the propagation
delay has not been implemented, the Doppler effect is sometimes
implemented as a separate computational operation, such as fre-
quency modulation in [7] or pitch shifting, to allow better control
over the effect.

A signal x(t) played from a virtual loudspeaker is captured
using a virtual microphone on the HRTF sphere. The direct sound
signal before HRTF filtering is then given by:

y0(t) = x(t, d) ∗ δ(t− T )

d
, (1)

where the asterisk denotes convolution,δ is the Dirac’s function,
T = d/c, wherec is the speed of sound,d is the distance between
the source and its nearest point on the HRTF surface.

For notational convenience we move to the frequency-domain
representation of (1):

Y0(ω) = X(ω, d)F (ω, d), (2)

where the capital letters denote the Fourier transforms of the parts
of (1) andF (ω, d) = e−iωT d−1.

Combining all paths from Fig. 2 we may write the synthesis
formula (1) in the following form:[

Yl(ω)
Yr(ω)

]
= X(ω, d)

(
F (ω, d)

∣∣∣∣ Hl(ω, α)
Hr(ω, α)

∣∣∣∣ +

∣∣∣∣ Rl(ω)
Rr(ω)

∣∣∣∣) ,

(3)
whereRl(ω) andRr(ω) are the HRTFs to the left and right ear of
the listener, respectively, and which depend only on the angle of
arrival of the soundα. The model of the reverberation has been in-
tegrated with the diffuse field HRTFs into filtersRl(ω) andRr(ω),
which are then independent of the source position. In a compact
matrix notation we may write this in the following form:

Y(ω) = X(ω, d)G(ω, α). (4)
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Figure 3: A simulation of a spatial track transition.

3. TRACK TRANSITION EFFECTS

The basic track transition effect studied in the current paper is il-
lustrated in Fig. 3, where virtual loudspeakers representing differ-
ent audio items that flow past the user. The simulation produces
typical spatial audio cues and additionally, due to the direct path
delay operatord, a Doppler effect, which is expected to contribute
to the perceived illusion of the movement of a source.

4. EXPERIMENTAL SETTINGS

The model of Fig. 2 is computationally expensive mostly due to
the HRTF filtering. In a dynamic transition effect, the filter coef-
ficients need to be continuously updated to follow the angleα of
the sound source. In practice this requires continuous interpola-
tion of the responses to reduce artifacts related to switching filters.
The model of the reverberation is another expensive part because
it typically requires implementation of a high-order FIR filter.

In this paper, we study seven different systems that differ in
the degree to which simplifications have been made to the signal
processing model. They are all studied in the configuration illus-
trated in Fig. 3, where the monophonic sources move along a line
from the left to the right such that, when allowed by the method,
sources pass the listener at a constant speed atα = 0o at the dis-
tance ofr = 2 meters from the listener. The block diagrams of the
methods are shown in Fig. 4.

In the pure amplitude panning method (a) the gains for the two
ear signals are given by:

Ga(ω) =

∣∣∣∣ gn

g0gn

∣∣∣∣ , (5)

where:

g0 = 10
14
40π

atan(p(n)/r) and gn =
1√

1 + g2
0

, (6)

wherep(n) is position of the sound source as a function of the
sampling numbern. The equation approximates the listening test
data on binaural lateralization of a source in dichotic listening with
only level differences between the two ears [4].
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Figure 4: The models for spatial track transition studied in this
paper.

The second model (b) combines the amplitude panning with a
single direct path model. It can be written in the following form:

Gb(ω, n) = F (ω,
√

r2 + p2(n))

∣∣∣∣ gn

g0gn

∣∣∣∣ , (7)

where the only difference to (5) is the direct path modelF (·),
which in the case wherex(n) changes over time produces a Doppler
effect. The fractional delays were implemented in the time domain
using the sixth-order Lagrange FIR interpolator. The third model
(c) is essentially a free-field model for a listener with an acousti-
cally transparent head. The synthesis formula is given by:

Gc(ω, n) =

∣∣∣∣ F (ω,
√

r2 + (p(n) + h/2)2)

F (ω,
√

r2 + (p(n)− h/2)2)

∣∣∣∣ , (8)

whereh is the distance between the two ears of the listener. In our
simulations we usedh = 0.2 m, which is somewhat larger than
the human average.

The next model (d) is obtained by including a very simple
model for the head shadowing to model (c). In fact, the head-
shadowing model is exactly the same as the binaural amplitude
panning used in (a)-(b), and it yields:

Gd(ω, n) =

∣∣∣∣ gnF (ω,
√

r2 + (p(n) + h/2)2)

g0gnF (ω,
√

r2 + (p(n)− h/2)2)

∣∣∣∣ . (9)

Note, that this model implements an approximative HRTF model,
producing the same ITD and ILD cues at all frequencies with one
delay and one gain coefficient per channel.

In model (e) we use the HRTF data from the CIPIC database
(subject 31) [5]. The azimuthal set of HRTFs at the frontal area
was augmented by a number of interpolated HRTF impulse re-
sponses. The interpolation was performed linearly in the frequency
domain separately for magnitude and unwrapped phase responses.
The synthesis equation is given by:

Ge(ω, n) =

∣∣∣∣ Hl(ω, atan(p(n)/r))
Hr(ω, atan(p(n)/r))

∣∣∣∣ , (10)

and the convolutions were implemented efficiently using the FFT
overlap-add techniques.

The next model (f) incorporates the direct path model to the
HRTF model:

Gf (ω, n) = F (ω,
√

p2(n) + r2 − rhrtf)Ge(ω, n), (11)

whererhrtf = 2 m is the radius of the HRTF measurement sphere
of Fig. 2.

Finally, model (g) includes a model of the diffuse reverbera-
tion:

Gg(ω, n) = Gf (ω, n) +

∣∣∣∣ Rl(ω)
Rr(ω)

∣∣∣∣ , (12)

where the filtersRl(ω) and Rr(ω) are synthetic pink noise se-
quences with the temporal envelope from a real room impulse re-
sponse with the reverberation time ofT60 = 1.0 s.

5. LISTENING TEST

The purpose of the algorithms introduced above is to provide a
spatial experience of a movement of an audio source in headphone
listening. Generally, the hearing mechanism does not seem to be
sensitive to the movement itself [8]. It is often suggested that the
percept of the movement is a consequence of observing the source
first at one position, and then at another position. However, there is
evidence on brain areas that are actually sensitive to the movement
of sound sources [9].

The just noticeable difference for the velocity of a source is
typically in the range of 4-9 degrees per second [9] or 1.5 to 4.6
m/s [10] for a source moving a linear trajectory 5 meters in front of
the listener. In most studied on just-noticeable differences (jnds) of
velocity perception [11, 10] it has been found that the most impor-
tant cues for the velocity are the Doppler effect and the changes in
the overall loudness. The binaural cues including interaural time
(ILD) and level differences (ILD) are weaker cues in the velocity
discrimination. However, in another experiment where the listen-
ers’ task was to indicate the point where a moving source is closest
to the listener suggested overall loudness to be the most important
cue, followed by dynamic ITD cue, and only then the Doppler
effect [12]. In the current article, the primary goal is to create
an illusion of a large movement with a low-complexity algorithm,
therefore the velocity or the temporal position of a source are not
necessarily as important as the perceived distance the source has
travelled, that is, the range of the movement.

In this paper, we developed a listening test that aims at depict-
ing the subjective experience of a movement of a source in the case
where the user isscanningover a sequence of three consecutive
samples in a playlist of audio items. A similar movement pattern
where the sound source moves along a linear horizontal trajectory
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1.5 meters in front of the listener was used in all methods. The
movement pattern was such that each new source appeared at the
distance of 20 meters to the right of the listener moving to the front
of the listener in two seconds, stopping at the front for one second,
and then moving in two seconds 20 meters to the left. In meth-
ods where the rendering depends only on the angle of the source,
such as amplitude panning and pure HRTF rendering, only the an-
gle derived from the position of the source was used. Since the
overall loudness has been found to be a dominating cue in listen-
ing experiments with moving sources [12, 11, 9, 10] an identical
amplitude weighting as a function of the position was used with
all the methods.

The test was performed in a sound insulated booth using Bey-
erdynamic DT990 headphones. Ten subjects participated in the
experiment. The test material consisted of five playlists of three
audio items each. Three of the playlists represented three-second
excerpts from samples of different music genres (rock, pop, rap),
one playlist consisted of uncorrelated pink noise sequences, and
finally one playlist had rich harmonic tone complexes at three dif-
ferent fundamental frequencies. In the listening test, subjects were
asked to listen to a sequence and then draw, using the computer
mouse, their subjective impression of the path of the sequence of
three audio items on a chart illustrated in Fig. 5X). We projected
each drawing to a bitmap of 40× 40 pixels for analysis.

6. RESULTS

To compare the span of path assessments in the different meth-
ods we computed pixel-wise 2D histograms over all listeners and
play lists. The 2D histograms for the seven methods are shown
in Figs. 5a-g. The figures show that there are differences between
the subjective assessments of the transition paths in the methods
discussed in this paper. In Method (a), the path is mainly judged
inside the listener’s head, while in other methods the span of the
effect appears larger. The marginal histogram plotted at the bottom
of each panel also suggests that the histograms are tilted towards
the right, even if the movement path was symmetrical from the left
to the right. This is an interesting finding.

It was found that there are significant differences between in-
dividual listeners. The differences are probably largely due to the
differences in the ways how individual subjects mapped the audi-
tory experience to a visual geometric form.

In order not to be influenced by these individual differences
we decided to convert the results to a relative scale with a pair-
wise comparison of the individual path drawings for the different
rendering methods. Table 1 gives the percentage for the probability
that a rightmost point in a path in method X (row) is farther to
the right than the corresponding point in the path for method Y
(column) in one listener. Comparing methods (a) and (b) in Table
1, we see that the percentages are almost 50%, which means that
the methods are essentially similar in the span to the right hand
side. The percentages that the path spans farther to the right in
methods c-g is 78-94% over the methods a-b. The method (c) gives
a higher percentage over method a) than method (b) does. Both
methods (b) and (c) contain the distance model. In method (b)
the effect causes only the Doppler effect, while method (c) creates
an interaural time difference which changes dynamically over the
transition path.

It is interesting to note that a computationally light method
(d) combining dynamic interaural time difference (with a transpar-
ent head model) and amplitude panning gets very similar rankings

A/B| a b c d e f g
a 0 48 78 82 96 88 82
b 52 0 82 78 84 92 84
c 16 18 0 56 78 72 56
d 14 22 40 0 78 68 48
e 4 14 22 22 0 30 28
f 10 8 28 32 66 0 40
g 18 16 42 50 72 58 0

Table 1: Probability that path produced using transition A has a
larger span to theright than transition B.

with the most complex method (g). The results suggest that the
pure HRTF rendering (method e) gives systematically the largest
spatial span to the right. In fact, methods (f) and (g), which add
the dynamic distance model, and diffuse reverberation to the pure
HRTF model get lower gradings than model (e).

Table 2 gives the percentages for the leftmost point in the path.
The results support the observation that the span of the path in the
amplitude panning models (a-b) is smaller than in the other meth-
ods with interaural time difference cues. However, the percentages
are now lower. Comparing the method (a) to method (b), and (e)
to (f) suggests that the use of the one-channel distance effect in the
form of a Doppler effect in fact decreases the span of the path to
the left.

A/B| a b c d e f g
a 0 40 58 72 74 66 58
b 58 0 72 74 72 72 60
c 40 24 0 68 68 68 60
d 26 26 32 0 62 54 46
e 24 20 30 34 0 44 40
f 32 20 28 44 54 0 42
g 38 30 40 50 52 54 0

Table 2: Probability that path produced using transition A has a
larger span to theleft than transition B.

In the frontal area, see Table 3, it seems that the pure HRTF
rendering again gives the largest span to the front. The low score
of method (d) in the frontal area is an unexpected result because it
gives a large range in right-left direction.

A/B| a b c d e f g
a 0 60 62 46 66 62 60
b 32 0 56 44 60 44 70
c 34 38 0 38 54 40 58
d 38 52 56 0 60 54 64
e 28 38 36 28 0 42 48
f 34 46 42 34 52 0 60
g 26 26 36 30 40 38 0

Table 3: Probability that path produced using transition A has a
larger span to thefront than transition B.

The intended path passed the users face 1.5 meters at the front
of the listener. However, several listeners papered a path behind
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the head, too. The comparison in Table 4 suggests that the local-
ization at the back of the head, or behind the head was strongest in
amplitude panning methods (a-b), and somewhat increase also in
method (d). For example, in 66% of the cases the path drawn for
the method (d) span to the back more than the path for the same
playlist in method (e).

A/B| a b c d e f g
a 0 48 30 34 24 24 30
b 46 0 22 28 16 26 22
c 62 72 0 60 32 44 46
d 58 68 40 0 28 40 38
e 64 76 62 66 0 50 56
f 66 66 46 50 38 0 44
g 66 70 46 54 32 48 0

Table 4: Probability that path produced using transition A has a
larger span to thebackthan transition B.

7. CONCLUSIONS

In this paper we have studied seven different techniques for the
dynamic rendering of sound sources in spatial track transition. In
particular, we have focused on a track transition effect where one
song comes from the left hand side of the user and disappears to the
right. The techniques represent different levels of computational
complexity. The simplest techniques are based on dynamic ampli-
tude panning, that is, multiplication of the signal with a scalar co-
efficient. The most complicated reference method combines HRTF
filtering, the Doppler effect, and room reverberation.

The listening tests suggest that the amplitude panning tech-
niques give generally a narrow range of the effect and the image is
often inside the head. The plain HRTF processing gives the largest
span in the lateral direction. However, a simple method combin-
ing delay panning and amplitude panning appears almost equally
powerful for the creation of left-right transition effects. However,
the HRTF method appears giving a slightly larger span in the front
left direction and possibly better externalization.

The addition of room reverberation produced an interesting
effect but the benefits are not obvious in the current results. It ap-
pears that for most listeners the method combining HRTF filtering
and reverberation gave smaller left-right span that the pure HRTF
filtering.

In the listening tests the goal was to compare the different
methods by the perceived spatial span of the transition effect. This
is a different task from the subjective evaluation of the velocity of
a source [11, 9, 10] or the closest point in the movement trajec-
tory [12]. In velocity discrimination studies the Doppler effect and
the overall loudness have been found to be more important than the
binaural cues such as ILD or ITD. The spatial delay panning meth-
ods aim at creating a distance cue. In all cases the transition effect
was tuned in such a way that it created an audible Doppler effect
during the transition of an audio playlist item from left to the right.
The Doppler effect was audible in five out of the seven methods.
If was found that when the Doppler effect appeared without asso-
ciated binaural time difference cues, it had almost no influence on
the perceived left-right span. In particular, the difference between
amplitude panning with and without the Doppler effect was small
but the difference between the amplitude panning with the Doppler

effect, and the method where amplitude panning was combined
with time-varying interaural time-differences was significant. The
results seem to suggest that the interaural time-differences actually
play a more important role in the perceived span of a transition
than the Doppler effect.

From the results of the current listening test we may conclude
that the dynamics of interaural time-differences are important in
producing a large spatial span for the track transition effects. In
addition, a very simple method based on a computationally very
efficient simplified sound propagation model to the two ears of a
listener gives almost equally good results in the span of the move-
ment effect as a more complicated method based on the measured
head-related transfer functions.
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Figure 5: X) An example of a drawing of a user for one playlist and rendering method. a)-g) Histograms of subjective path assessments
over all subjects and play lists for all the seven methods. A dark color indicate that the path is often drawn through the pixel.
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