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ABSTRACT

Interactive environmental audio spatialization teslbgy has
become commonplace in personal computers and igatimg into
portable entertainment platforms (including celbpés) and multi-
player game servers (virtual online worlds). Whilee primary
current application of this technology is 3D garmersl track ren-
dering, it is ultimately necessary in the implenagion of any per-
sonal or shared immersive virtual world (“virtuadatity”). The
successful development and deployment of suchagtjghs in new
mobile or online platforms involves maximizing thkusibility of
the synthetic 3D audio scene while minimizing tlenputational
and memory footprint of the audio rendering engihealso requires
a flexible, standardized scene description modéatilate the de-
velopment of applications targeting multiple platfis. This paper
reviews a computationally efficient 3-D positioraidio and spatial
reverberation processing architecture for real-tiuineial acoustics
over headphones or loudspeakers, compatible witterinterac-
tive audio standards (including MPEG-4, OpenAL, J&R and
OpenSL ES).

1. INTRODUCTION AND OVERVIEW

The applications of interactive 3D audio technadsghclude simu-
lation and training, telecommunications, video gammaultimedia
installations, movie or video soundtracks, and cat@pmusic [1]-
[5].

Virtual acoustics technology has its origins inesh carried
out in the 1970’s, which targeted two distinct aqagions:

- Architectural acoustics: Schroeder et al. developed simulation

methods based on geometrical acoustics to derbeenputed echo-
gram from a physical model of room boundaries d&edsburce and
listener positions [6];

- Computer music: Chowning developed a 4-channel spatialization

system for simulating dynamic movements of soumdsch pro-
vided direct control of two perceptual control paeders for each
source: apparent direction of sound arrival anchegnt distance to
the listener, along with a derived Doppler shift [Rrtificial rever-
beration was included to enhance the robustnedstaince effects.
Later, Moore proposed an extension of this approslcare early
reflections were controlled indirectly via a georigall acoustic
model [8].

Interactive virtual acoustics systems require teaé rendering
and mixing of multiple audio streams (sound soyrtedeed a set
of loudspeakers or headphones. This renderingrayistelriven by
an acoustic scene description model which provjaestional and
environmental audio parameters for all sound saurce

The scene description represents a virtual worlduding
sound sources and one or more listeners withincanstical envi-
ronment which may incorporate one or more rooms acwlistic
obstacles.

Standardization is essential for enabling platfamadependent
playback and re-usability of scene elements byiegbn authors
and sound designers. Current standard interactidé sscene de-
scription models include high-level scripting laages such as the
MPEG-4 Advanced Audio Binary Format for Scene desion
(AABIFS) [9] and low-level application programmirigterfaces
used in the creation of video games, such as Oped8R 234 and
OpenSL ES [10]-[12]. In this paper, we will congide generic,
low-level scene description model based on OpenZd] pnd its
environmental extensions, 13DL2 [13] and EAX [14B]. For
applications that require higher-level world represtions, a real-
time translation software layer can be implemeratledve the ren-
dering engine to convert the high-level represemiato low-level
description parameters [14].

In the first section of this paper, we discuss emhpare digital
signal processing methods for computationally &fit real-time
spatialization of multiple sound sources over héades or loud-
speakers. This includes discrete amplitude pandingjisonic and
binaural or transaural techniques [16]-[25] andddtices a recently
developed multi-channel binaural synthesis methased on dis-
crete spatial functions, previously introduced 26][ The descrip-
tion model and rendering methods are then exteta@ttlude the
acoustic effects of the listener’'s immediate enwinent. This in-
cludes the effects of acoustic obstacles and roommdaries or
partitions on the perception of each sound soukceustic reflec-
tions and room reverberation are rendered by useeaback delay
networks [27]-[30]. A statistical reverberation nehdpreviously
introduced in [30], is included for modelling pemsce distance
and directivity effects. We further extend the mageaccount for
the presence of acoustic environments or roomscenfato the
listener’s environment. An efficient spatial reverétion and mix-
ing architecture, previously introduced in [26],described for the
spatialization of multiple sound sources aroundirtual listener
navigating across multiple connected virtual roofites processing
architecture includes a novel cost-efficient mettiod simulating
multiple spatially extended sound sources or s@ushts.

The models and methods reviewed in this paper ertabl re-
alization of comprehensive, computationally effittieflexible and
scalable high-quality interactive 3D audio rendgriystems for
deployment in a variety of consumer appliancesgiranfrom per-
sonal computers to home theater and mobile emertait systems)
and services (including multi-user comunication eeidpresence).
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