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ABSTRACT 

Recently, non-negative matrix factorization (NMF), which is ap-
plied to decompose signals in frequency domain by means of 
short-time Fourier transform (STFT), is widely used in audio 
source separation. Separation of low-pitch notes in recordings is 
of significant interest. According to time-frequency uncertainty 
principle, it may suffer from the tradeoff between time and fre-
quency localizations for low-pitch sounds. Furthermore, because 
the window function applied to the signal causes frequency 
spreading, separation of low-pitch notes becomes more difficult. 
Instead of using power-of-2 FFT, we experiment on STFT sizes 
corresponding to the pitches of the notes in the signals. Computer 
simulations using synthetic signals show that the Source to Inter-
ferences Ratio (SIR) is significantly improved without sacrificing 
Sources to Artifacts Ratio (SAR) and Source to Distortion Ratio 
(SDR). In average, at least 2 to 6 dB improvement in SIR is 
achieved when compared to power-of-2 FFT of similar sizes. 

1. INTRODUCTION 

1.1. Motivation 

Non-negative matrix factorization (NMF) is applied to factorize 
the spectrogram into basis spectra and temporal activation in mu-
sic signal analysis [1]. Recently, it is widely used for audio blind 
source separation [2], music transcription [3, 4], pitch detection, 
onset detection and analysis/synthesis of bowed-string instrument 
recordings [5]. In [5], we found that it is difficult to perfectly 
separate low-pitch notes due to the properties of Fourier trans-
form that is normally used before NMF is performed. Without 
employing suitable STFT sizes, the spectral leakage of the win-
dow functions applied prior to STFT is the main reason that re-
sults in ambiguous spectrogram of each low-pitch note. In this 
paper, an aspect is proposed that the spectrogram of each musical 
note should be kept as intact as possible in advance. It is found 
that separation of low-pitch notes may be more effective if the 
STFT sizes corresponding to the pitches can be applied. 

1.2. Related Works 

In 1964, Cooley and Tukey reported the fast Fourier Transform 
(FFT) algorithm [6]. The decimation-in-time power-of-2 FFT 
then became the most popular tool to achieve the discrete Fourier 
transform (DFT) for frequency-domain signal processing. Short-
time Fourier transform (STFT) [7] is one popular general-
purpose transform for the analysis of audio signals in the time-
frequency domain, though, with some faults. First, frequency 
domain resolution may not be high enough to represent low-pitch 

notes if the STFT size is relatively small. Secondly, the window 

functions [8] applied prior to STFT create the inevitable main 
and side lobes which cause the energy spreading to neighbor fre-
quency bins and interference between notes close in their pitches 
usually occur. 

1.3. This Work 

Unlike conventional analysis using power-of-2 FFT, this work 
aims at providing a procedure to effectively decompose low-
pitch notes using non-radix FFT and non-negative matrix factori-
zation. NMF introduced in [1] is used for the separation step. In 
order to establish test sets, synthetic musical signals generated 
with a MIDI synthesizer are used. We experiment on various 
window sizes to gain the best separation results on two low-pitch 
notes. Without reducing SAR and SDR, the proposed method 
provides 2 to 6 dB improvement in SIR. Brief review of previous 
works is made in section 2. Section 3 describes the proposed 
work. In section 4, experiments and results are presented. Con-
clusion is given in section 5. 

2. BACKGROUND 

2.1. NMF-BASED MUSIC SIGNAL ANALYSIS 

NMF is applied to decompose a matrix into two matrices. In [9], 
the non-negativity is shown to be a useful constraint for matrix 

factorization. Given an k n  matrix k nV R   with non-negative 

entries, NMF tries to factorize V  into an k r  non-negative ma-

trix k rW R   and an r n  non-negative matrix r nH R   such 

that V V WH   where r  is a positive integer and 

min( , )r k n . The factorization is achieved by minimizing a 

specific cost measuring the distance between the above two ma-

trices V and V . In [1], multiplicative update rules are introduced 

to iteratively obtain randomly initialized W  and H . The update 

rules are: 
 
 Kullback-Leibler divergence: 

,

T T

T T

V V
W H

WH WHH H W W
W H

   
 1 1

 
(2-1) 

where division is carried out element-wise,  denotes element-

wise multiplication, and 1  represents an M N  matrix of ones, 

used to compute row and column sums [2]. 
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2.2. SPECTRAL LEAKAGE  

When analysing a musical signal, one usually divides the signal 
into short segments and STFT is applied. The STFT size, how-
ever, may not match the periods of the sub-signal. Hence, the 
possible discontinuities at the segment boundaries cause the 
spectral leakages [8]. 
Two methods can be used to reduce the spectral leakage effects. 
The first one is to find an appropriate segment size that exactly 
matches the period of the signal. The other is to apply a proper 
window function to the segment to eliminate the boundary dis-
continuities. 
Applying a window function has its side effects, too. The win-
dow function alters the signal behaviours in frequency domain. 
This is critical to us because NMF usually operates in frequency 
domain. The spreading effect of the window function in fre-
quency domain causes troubles in separating tones with close 
pitches [10]. Equivalent Noise Bandwidth (ENBW) [8] is used to 
evaluate the  total leakage of a window function. 
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Larger ENBW represent more spectral leakage. For example, 

rectangle window has the smallest ENBW of 1, while ENBWs of 

hamming window and hanning window are 1.36 and 1.5, respec-

tively. The -3 dB main lobe bandwidth is another important indi-

cator [8]. The -3dB bandwidth of rectangle window is 0.89 bin. 

The -3 dB bandwidths of hamming window and hanning window 

are 1.3 and 1.44 bins, respectively. Figure 1 shows Frequency 

response of 3 window functions. 

It implies that rectangular window has the best spreading charac-

teristics. Therefore, we use rectangle window in this paper. How-

ever, using rectangle window without choosing the appropriate 

STFT size, the spectral leakages will be large because rectangu-

lar window has relative larger side lobes. In our experience, spec-

tral leakage is also a key point to NMF-based separation. 
 

 
Figure 1: Frequency responses of 3 window functions. 

3. OPTIMAL STFT SIZE DETERMINATION 

In section 2, it concludes that we have to get the exact period of 
the signal for the STFT analysis with least spectral leakage. Mul-

tiple 0f  estimation [11] can be adopted to achieve the task. In 

this work, musical scores of the signal are regarded as a priori 
knowledge for the sake of not introducing unexpected artefact. 

There are, however, some slight inevitable pitch differences be-
tween the score information and the associate audio signal. A 
likely frequency range, normally a semitone, of the respective 
pitch has to be considered. In this section, a systematic flow is 
proposed to determine the optimal STFT size. 

According to the given possible pitch period, the possible opti-

mal STFT size, N , can be define as 
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where 
0

z
f  is the fundamental frequency of z-th pitch of the signal, 

and Fs is sampling rate. The set Z and N stand for all pitches and 
corresponding likely periods in samples, respectively. For each 

period n ∈N, it is then considered as STFT size to transform the 
signal into the spectrogram, V. To evaluate the amount of the in-

terferences among these notes, it is necessary to separate the note 
first. In this paper, the score is given in advance such that the 
harmonics can be constrained [5]. NMF, as showed in section 2.1, 
can be adopted to separate the notes adequately [5]. In music 
analysis, V is used to represent signal spectrogram. For example, 
the column vector Vj of V is the spectrum of the j-th time frame. 
Hence, the column vector Wi of W represents the template of the 
i-th note contained in the signal, and the element Hij of H indi-
cates the intensity of the i-th note which appears in the j-th time 
frame. The initial template W can then be defined as 

  0 0( ) , ;  ,k k

k p
W Rand p f p f p f x        (3-2) 

where  f   is a uniform distribution for the interval [
kp    ,

kp    ], 0

kf is the fundamental frequency corresponding to 

Wk and p is partial index. Due to the characteristics of rectangular 
window described in section 2, the spreading width of its main 

lobe is less than a bin. Therefore,  is set as  0min 1,   0.03 kf .

 Rand   is a random function for generating the initial partial 

magnitudes. KL divergence shown in equation 2-1 is used.  
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Figure 2: Proposed system flow of optimal STFT size de-

termination. 

Inverse STFT is then applied to convert the separated spec-

trograms back to time-domain signals. In order to evaluate 

the amount of the interferences, a Matlab toolbox called 

BSS_EVAL [12] is used for the objective measure. The Sig-
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nal to Interference Ratio (SIR), the logarithmic ratio of target 

signal and estimated interference error, is introduced to de-

termine the optimal STFT size which leads to the least inter-

ference. The details of the evaluation metrics and results are 

presented in section 4.The system flow chart of proposed 

method is depicted in Figure 2. 

4. EXPERIMENTAL RESULTS 

Experiments on synthetic musical signals obtained by means of 
MIDI synthesizer are introduced. The synthetic signals are first 
converted using STFT with windows of different types and sizes. 
NMF with harmonic constraints described in the previous section 
is adopted for the separation of low-pitch notes. To evaluate the 
performance, the separated notes are compared to the original 
tracks. Sampling rate is set as 44100 Hz. The hop size is 5.8 ms 
(256 samples). Rectangular window is used. Hamming window 
and Hanning window are also used for comparison. Objective 
measures reported in [12] for evaluation of source separation 
methods are used. The Signal to Interference Ratio (SIR) and the 
Signal to Distortion Ratio (SDR) are computed for each note. All 
those metrics are expressed in dB. The SIR quantifies the degree 
of influent energy from other sources and is the most important 
measurement in our case to determine the performance of separa-
tion of low-pitch notes. The SDR is related to the distortion of 
the estimated signal and is used to quantify the degree of preser-
vation of the target source. They are defined as 
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where the estimated signal s can be decomposed into a target 

signal starget, interference error einterf, and artifact error eartif. 
Some signals generated by a MIDI synthesizer are used for the 
experiments. Two spectrograms of signals containing C3 and 
C3# notes are depicted in Figure 3. The fundamental frequencies 
are 130.81 Hz and 138.59 Hz respectively. In the simple case, 
these notes are slightly overlapped with each other and exposed 
asynchronously. In the complex case, more overlaps among the 
notes are created. 

 
(a) 

 

 
(b) 

Figure 3: The spectrograms of (a) simple and (b) com-

plex cases with notes C3 and C3#. 
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Figure 4: (a) SIRs of the simple case for C3, C3# notes 

with different STFT size in the section [4627, 5207].(b) 

SIRs of the complex case for C2, C2# notes with different 

STFT sizes in the section [8010, 9060]. 

It should be noticed that the fundamental periods of C3 and C3# 

are                              and      
                         , respectively. In the following 
experiments, the possible appropriate STFT sizes are chosen such 
that they are over ten times of the periods of the notes.   There-
fore, the possible optimal STFT sizes for C3 and  C3# notes 
should fall within the interval [4903, 5207] and the interval [4627, 

4913], calculated as 0.97×15×337≒4903, 1.03×15×337≒5207, 

0.97×15×318≒4627, and 1.03×15×318≒4913, respectively. For 

C2 and C2# notes, the possible optimum STFT sizes should lo-
cates within the interval [8010, 9060]. With the proposed separa-
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tion procedure described in section 3, the SIRs of each source 
note with various STFT sizes are shown in Figure 4. 
In Figure 4(a), it is interesting to notice that the STFT sizes cor-
responding the local maximum SIRs for the C3 note are related 
to the periods of C3# and vice versa. For example, the two SIR 
peaks for the C3 note are at 4722 and 5060 that are 14 and 15 
times of the fundamental period of C3#, respectively. So, the op-
timal STFT size related to one source, C3 for example, leads to 
the best SIR of the other source (C3#). Furthermore, after source 
separation with NMF is used, SIR can vary massively (15dB in 
this case) by changing the STFT size .It deduces that: a) it is im-
portant to choose the analysis STFT size cautiously before per-
forming source separation in frequency domain and b) the STFT 
size of the maximum SIR rather than the normal power-of-2 
STFT size has to be chosen. 
Figure 5 to 6 show the SIR and SDR results of separation of C3 

and C3# notes in the two audio signals shown in Figure 3 with 
different STFT sizes. The power-of-2 STFT normally used in the 
literatures (2048, 4096, 8192, and 16384) are listed as well. In all 
cases, the SIR performs the best on the STFT size that is integer 
multiple period of the source. The performance is also excellent 
when the size is larger than 10,000, but the corresponding SDR 
significantly drops due to the lack of time-domain localization. 
On the other hand, the SIR of the non-power-of-2 STFT cases 
whose size is related to the sources performs much better in 
comparison with power-of-2 STFTs of similar sizes. For example, 
in Figure 5 (a), one may see that SIR(1519) > SIR(2048), 
SIR(3182) > SIR(4096), SIR(6700) > SIR(8192), and SIR(11827) 
> SIR(16384). Generally speaking, there are 2 to 6 dB improve-
ment in SIR comparing to power-of-2 STFT of the similar size, 
without sacrificing performances in SDR and SAR. That means it 
is advantageous on both source separation performance and time-
domain localization simultaneously if a proper STFT size is de-
termined. Figure 7 to 8 demonstrates the result of the complex 
case. It is found that one should still choose STFT size close to 
the signal period. For the experiments of using C2 and C2# notes, 
similar results are obtained and not shown in this paper. One can 
conclude that our finding is consistent. 
It is worth to notice that rectangular window is not adoptable 
while power-of-2 FFT is used. Except for the case that the analy-
sis size is integer multiple of the period of the signal, spreading 
effect rectangular window will produce the poor performances. 
Without displaying redundant figures, only the evaluation results 
of the C3 note in the complex case are depicted in Figure 9.The 
best SIRs and SDRs obtained according to the proposed system 
flow in Figure 2 are listed with rectangular window r, Hamming 
window h and Hanning window n. r_N, h_N and n_N shown 
under the figures represent the STFT size corresponding to rec-
tangular, Hamming, and Hanning window, respectively. The re-
spective SIRs/SDRs are shown. Notice that both Hamming and 
Hanning windows give better performance than rectangular win-
dow when STFT size is large. Even the score information is 
given, it is not always possible to obtain the “exact” period of the 
signal in the unit of sound sample. The spectral spreading caused 
by the side lobe of rectangular window becomes serious. Fur-
thermore, signal cannot be truly periodic in a long time frame. 
The large side lobs of rectangular window may also cause trou-
bles. 
 

 
(a) 

 
(b) 

Figure 5: The (a) SIR and (b) SDR of the note C3 of the 

simple case with respect to different STFT sizes. 

 

 
(a) 

 
(b) 

Figure 6: The(a) SIR and (b) SDR of the note C3# of the 

simple case with respect to STFT size. 
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(a) 

 
(b) 

Figure 7: The (a) SIR and (b) SDR of the note C3 of the 

complex case with respect to STFT size. 

 

 
(a) 

 
(b) 

Figure 8: The (a) SIR and (b) SDR of the note C3# of the 

complex case with respect to STFT size. 

 

 

(a) 

 

(b) 

Figure 9: The (a) SIR and (b) SDR of the note C3 of the 

complex case with respect to STFT size.r_N,h_Nand 

n_N shown under the figures represent the STFT size 

corresponding to the selected SIRs/SDRs in the case of 

rectangular ,hamming window and hann window respec-

tively. 

5. CONCLUSIONS 

Sound sources separation of low-pitch notes is of significant in-
terest in analyzing recordings containing musical instruments 
such as cello, bass or even piano. Frequency-domain analysis 
using STFT usually suffers the trade-off between time- and fre-
quency-domain localizations. In this paper, we propose a proce-
dure to determine the proper STFT size related to the fundamen-
tal period of one target source. By applying the synthetic signals 
in our experiments, there are generally 2 to 6 dB improvement in 
SIR when compared to normal power-of-2 STFT of the similar 
size, without sacrificing performances in SDR and SAR. The 
proposed work is currently effective on separating two notes that 
are close in their pitches. If more than two close low-pitch notes 
appear simultaneously, it performs similarly to STFT using 
power-of-2 FFT. A recursive separation algorithm for three low-
pitch notes or more is under development to solve this problem. 
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