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ABSTRACT

This paper presents a new low-cost and efficient approach for the
real-time three-dimensional (3D) binaural audio capture and repro-
duction via headphones using a miniature microphone array. The
microphone array is configured in B-format to minimize space re-
quirement using an omnidirectional microphone and three bidirec-
tional microphones. The signals captured by the microphone array
are applied by a set of optimal time-invariant gain vectors, which
converts a B-format Ambisonic sinal into binaural signal for head-
phone reproduction. The optimal time-invariant gain vectors that
are computed offline integrate the two stages of beamforming and
head related transfer function (HRTF) filtering. As an alternative
to the virtual speaker method, the proposed beamforming approach
is independent of the number of virtual audio sources and flexible
for working on different sets of HRTFs. A real-time system has
been implemented based on the proposed method. Psychophysical
hearing tests show good localization accuracy.

1. INTRODUCTION

Capture and reproduction of three-dimensional (3D) audio is be-
coming increasingly important for communication, virtual reality,
and entertainment systems. The ultimate goal of a 3D binaural
audio system is to accurately capture 3D sound and reproduce
the 3D sound with spatial perception using speaker system. Al-
though studies relating to reproduction technologies have been ac-
tive, much work has concentrated on 3D binaural audio reproduc-
tion through loudspeakers [1]. Studies of 3D audio capture and
reproduction through stereo headphones are far fewer.

In the literature, the TeleHead introduced in [2] employs a
dummy head with placing two microphones in the left and right ear
canals. Algazi et al. proposed a motion-tracked binaural record-
ing technique called MTB [3]. In this approach, a sphere or a
cylinder with several pairs of microphones was used. The above
approaches, however, need to produce a personalized TeleHead to
realize the sound space precisely for each listener in practice. Al-
ternatively, several works have studied spherical microphone array
(SMA) for spatial sound reproduction. M. Noisternig et al. [4] pre-
sented the virtual Ampbisonic approach for the playback of high
order spatial audio (HOA) encoded sound fields using headphones.
R. Duraiswami et al [5] and J. Meyer et al. [6] investigated beam-
forming SMA consisting of many microphones for the plane-wave
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Figure 1: Configure of the miniature XYZO array. The top mi-
crophone has an omnidirectional response and the bottom three
microphones have gradient responses. Each sensor is 6mm (Di-
ameter) ×2.7mm (Height)

decomposition of incident acoustic wave fields based on spheri-
cal harmonic transform (SHT). The incident plane-waves are then
convolved with the head-related transfer function (HRTF) for the
corresponding direction. To acquire 3D sound-space information
without HRTF cues, S. Sakamoto et al. [7] proposed the SENZI
system using 252 microphones mounted on a human-head-sized
solid sphere and synthesized a 3D sound-space with high preci-
sion. All the above approaches are working properly in conditions.
However, their systems are expensive, computationally demand-
ing, and not very portable in general.

For a compact, low-cost system with good performance, in
this paper we investigate the approach of creating a basis of func-
tions using virtual cardioid steered to the different directions. Un-
like the high-order SMA with large number of microphones [8], In
this study, we use a low-order B-format microphone array [9]. By
filtering each beam through the corresponding head-related trans-
fer function (HRTF), human sound localization can be emulated
based on the filtering effects of the human ear. Since the system
requires only weighted combinations of the outputs of B-format
microphones for forming fixed cardioid beams, the real-time pro-
cessing is achieved.

2. THE B-FORMAT XYZO ARRAY AND 3D
CALIBRATION

2.1. The B-Format XYZO array

The B-Format microphone array was first introduced by Michael
Gerzon and Peter Fellgett in their research of Ambisonic [9] in the
1970th. Their goal was to have recordings of natural audio provid-
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Figure 2: Frequency-domain response of the XYZO array at 1723
Hz for one round of azimuth angles at fix elevation angle.

ing a spatial impression to the listener with 3-dimensional infor-
mation in Multi Speaker surround sound. The Ambisonic technol-
ogy of reproducing the 3-dimensional surround sound using loud-
speaker signals is based on a spherical harmonic decomposition of
the sound field corresponding to the sound pressure and the three
components of the pressure gradient at a point space [10].

In this study, we use the microphone array configured in Fig.
1, which has three orthogonally mounted bidirectional pressure
gradient microphones X, Y and Z, having figure-eight patterns
with their directions of maximum response oriented in the X, Y,
and Z axes, and one omnidirectional acoustic pressure microphone
O for detecting sounds from all directions with equal magnitude.
All the microphones are standard hearing-aid microphones that
have useful directivity between 100 Hz and 20 kHz covering most
sound sources. Each microphone measures only a few millimeters
across, and is placed about a centimeter apart from the others. The
array is named XYZO array in the paper. We virtually steer the
XYZO array to the different directions of incident acoustic wave
fields and then convolve the incident plane-waves with the HRTFs
for the corresponding sound direction.

2.2. 3D Array Calibration

To reduce effects of phase mismatches and microphone position-
ing errors, a calibration process was performed. The impulse re-
sponse of each microphone was measured through recording three
continuous maximum-length sequences (MLS) signals playback
by a loudspeaker [11]. The loudspeaker was placed approximately
2 m away from the XYZO array. The height of the loudspeaker
was adjustable such that the measurements were conducted in the
directions of azimuth angles with 20◦ resolution and elevation
angles with 30◦ resolution around the XYZO array. By taking
the circular cross-correlation between the microphone output and
the MLS, the impulse responses were extracted. The frequency-
domain steering vectors that are functions of direction and fre-
quency were obtained by Fourier transforms.

The measured resolution of the steering vectors is usually in-
sufficient to cover the full spatial directions in the three-dimensional
space. Therefore, an interpolation approach is required to increase
the measured resolution from 20◦ azimuth and 30◦ elevation to the
resolutions of smaller angles. Using the two-dimensional Fourier-
series, the measured steering vector for each microphone m were
modeled as

em(ω, θ, ϕ) =

P∑
p=−P

Q∑
q=−Q

cp,q(ω)e
−ipθe−iqϕ (1)

where the order of the Fourier series is P×Q. By inserting the val-
ues of the measured steering vectors the coefficients of the Fourier

series cp,q(ω) were obtained as the least squares solution to an
over-determined system. After solving for cp,q(ω), the expan-
sion was computed at higher resolution. This interpolation tech-
nique was successfully used for one-dimensional sound localiza-
tion in [12]. Fig. 2 shows an interpolation result based on the
two-dimensional Fourier-series fitting.

3. 3D AUDIO REPRODUCTION WITH XYZO ARRAY

In this section, we reproduce the 3D binaural audio by mapping the
four-channel array outputs to the two-channel headphone. Based
on the output model of the XYZO array, the beamforming theory,
and the use of head related transfer function (HRTF), we derive the
optimal gain vectors that can easily computed offline and applied
to the array output in real-time.

3.1. Derivation of Optimal Gain Vectors

3.1.1. Modeling the Left-Ear and Right-Ear Signals

We now model the left-ear and right-ear signals for 3D binaural
audio perception. By applying an optimal gain vector to the array
outputs, we will show that the left-ear and right-ear signals can be
well approximated.

Assuming that the HRTF data are static, the audio sources are
far-field from the array, the audio signals at the left ear can be
represented as

yL(t) =
∑
θ

hL
HRTF (t,θ)⊗ hRIR(t,θ)⊗ s(t,θ) (2)

where ⊗ denotes the convolution operation, yL(t) denotes the sig-
nals at the left ear. hL

HRTF (t,θ) represents the time-domain left-
ear HRTFs at the direction θ , [θ, ϕ], where θ ∈ (0, 360◦] de-
notes the azimuth angle and ϕ ∈ [0, 180◦] the elevation angle in
discrete values. hRIR(t,θ) denotes the room impulse response
for the audio source s(t,θ). Here we only show the derivations
for the left-ear signal. The derivations for the right-ear signal can
be obtained similarly.

In the Fourier transform domain, the left-ear signal can be rep-
resented as

Y (ω) =
∑
θ

HHRTF (ω, θ)HRIR(ω,θ)S(ω,θ) (3)

where Y (ω), HHRTF (ω,θ), HRIR(ω,θ) and S(ω,θ) are Fourier
transforms of yL(t), hL

HRTF (θ),hRIR(t,θ)and s(t,θ), respec-
tively. The ω is the frequency index. We define SRIR(ω,θ) ,
HRIR(ω,θ)S(ω,θ). The left-ear signal is then given in vector
form as

Y (ω) = hH
HRTF (ω)sRIR(ω) (4)

where H denotes the Hermitian transpose. The vector elements of
hHRTF (ω) and sRIR(ω) are the HHRTF (ω,θ) and SRIR(ω,θ)
ordered with the increasing values of θ and ϕ.

For the XYZO array, the signal received by each microphone
can be modeled as

xm(t) =
∑
θ

em(θ)⊗ hRIR(t,θ)⊗ s(t,θ) (5)

where em(θ) is the response of the mth microphone. Applying
the Fourier transform on (5), we have

Xm(ω) =
∑
θ

Em(ω,θ)SRIR(ω,θ) = eH
m(ω)sRIR(ω) (6)
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where Xm(ω) and Em(ω,θ) are Fourier transforms of xm(t) and
em(θ), respectively, and the elements of em(ω) and sRIR(ω) are
Em(ω,θ) and SRIR(ω,θ) listed with the same order as hHRTF (ω)
and sRIR(ω) in (4).

Comparing (4) and (6), at each frequency bin the left-ear sig-
nal Y (ω) can be approximated by applying a gain vector on the
array output vector

Ŷ (ω) = gH(ω)x(ω) (7)

where g(ω) = [GL,X(ω), GL,Y (ω), GL,Z(ω), GL,O(ω)]
H , and

x(ω) = [XX(ω), XY (ω), XZ(ω), GL,O(ω)]
H . We now need to

derive the optimal gain vector g(ω).

3.1.2. MVDR Beamforming Approach

The minimum-variance-distortionless-response (MVDR) frequency-
domain beamformer maximizes the array output power at direction
θ using the following optimal weight vector [13], [14]:

wopt(ω,θ) =
R−1

x (ω)e(ω,θ)

eH(ω,θ)R−1
x (ω)e(ω, θ)

(8)

where Rx(ω) , E
[
x(ω)xH(ω)

]
is the correlation matrix of

x(ω) and E[·] stands for the expected-value operation. The steer-
ing vector is e(ω, θ) , [eX(ω,θ), eY (ω,θ), eZ(ω,θ), eO(ω,θ)]

H .
Apply the HRTF HHRTF (ω,θ) to the corresponding beam of the
MVDR beamformer and we have

ŶMV DR(ω) =
∑
θ

HHRTF (ω,θ)
eH(ω, θ)R−1

x (ω)x(ω)

eH(ω,θ)R−1
x (ω)e(ω,θ)

(9)
According to (7), the optimal gain vector is then defined as

gMV DR(ω) =
∑
θ

HHRTF (ω,θ)
eH(ω,θ)R−1

x (ω)

eH(ω,θ)R−1
x (ω)e(ω,θ)

(10)
Considering the case of independent and identical distribution (IID)
uncorrelated input sources with unit variance, we have

R−1
x (ω) =

(
E(ω)Rs(ω)E

H(ω)
)−1

(11)

where Rs , E
[
sRIR(ω)s

H
RIR(ω)

]
is the covariance matrix of

the source signals with reverberation considered, and E(ω) ,
[eW (ω), eX(ω), eY (ω), eZ(ω)]

H is the steering matrix in the three-
dimensional space. For simplicity, we assume that there is negligi-
ble reverberation in environment, and Rs(ω) can be approximated
as an identity matrix. The gain vector in (10) therefore can be sim-
plified as

gMV DR(ω) =
∑
θ

(
E(ω)EH(ω)

)−1
e(ω,θ)HHRTF (ω, θ)

eH(ω,θ) (E(ω)EH(ω))−1 e(ω,θ)

(12)
Ideally, for the frequency independent microphones, equation (12)
can be rewritten as

gMV DR(ω) = µ
(
E(ω)EH(ω)

)−1

E(ω)hHRTF (ω) (13)

where µ > 0 is a scalar. The gain vector in (13) combines the
beamforming with the steering matrix and the filtering of HRTFs.
It is shown that by applying the left-ear and right-ear HRTFs for
each frequency band, the gain vector for the left- and right-ear
signals can easily be computed.

3.1.3. Minimum-Mean-Squared-Error (MMSE) Approach

Alternatively, we can solve for the gain vector g(ω) from the fol-
lowing minimum-mean-squared-error (MMSE) estimation prob-
lem

ĝ(ω) = argmin
g(ω)

E

[∣∣∣Y (ω)− Ŷ (ω)
∣∣∣2] (14)

Inserting (4), (6) and (7) into (14), ĝ(ω) is given by

argmin
g(ω)

E

[∣∣∣hH
HRTF (ω)sRIR(ω)− gH(ω)E(ω)sRIR(ω)

∣∣∣2]
(15)

Solving (15), the optimal gain vector is obtained as

ĝopt(ω) =
(
E(ω)Rs(ω)E

H(ω)
)−1

E(ω)Rs(ω)hHRTF (ω)

(16)
After neglecting the reverberation, the covariance matrix is simpli-
fied to be an identity matrix, and the optimal gain vector is simpli-
fied as

ĝopt(ω) =
(
E(ω)EH(ω)

)−1

E(ω)hHRTF (ω) (17)

Comparing the gain vector in (13) and in (17), we can observe that
the MVDR beamforming approach and the MMSE approach have
equivalent forms. All the optimal gain vectors can be computed in
an offline manner for the real-time system.

3.2. Real System Implementation

A real 3D audio capture and reproduction system has been imple-
mented. The system has three units: signal acquisition unit, plat-
form for 3D audio reproduction and 3D audio playback unit. The
signal acquisition unit includes the components of the XYZO ar-
ray, a signal pre-amp circuit and an M-Audio multiple-input multiple-
output (MIMO) audio card. The The platform for 3D audio repro-
duction is a computer with Intel Xeon 2.67GHz CPU with 3GB
memory. The 3D audio playback unit uses a stereo headphone
connected to the output of the M-Audio audio card. The system
was used to conduct the following experiments.

4. EXPERIMENTAL RESULTS

To evaluate the 3D localization accuracy of the proposed system,
psychological subjective tests were carried out as follows: audio
signals were 44.1 kHz, 16 bits acoustic signals that were abstracted
in audio CD and recorded using the XYZO array. The HRTF
database was measured using KEMAR dummy head at MIT Media
Lab. The resolution of the HRTF measurements was interpolated
the same way as we manipulated for the steering vector. There
were five subjects involved in the evaluation. The assessment cri-
terion is the ability to localize audio sources.

In the experiment, the tested audio sources were recorded as
follows: for 0◦ elevation angle there are 24 positions recorded for
the azimuth angles varying from 0◦ to 360◦ with 15◦ interval, and
for 0◦ azimuth angle there were 24 positions recorded for the el-
evation angles varying from −90◦ to 90◦. The azimuth localiza-
tion and elevation localization were tested separately. During each
test, the subject was required to hear the processed audio signals
through a stereo headphone and point to the direction of the au-
dio source that was heard. A score of accuracy over 24 positions
was obtained by comparing to the original directions of the audio
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Figure 3: Subjective sound localization test for variation of reso-
lution.

sources. The average scores over all the subjects were shown in
Fig. 3. In addition, Fig. 3 also shows the evaluated results with
different number of beams by changing the interpolated resolution
as 1◦, 5◦, 10◦, 15◦, 20◦, 30◦, 40◦, 50◦, 60◦. It was observed that
when the resolutions were high, the average scores were also high.
When the interpolated resolution drops to 60◦, the scores was the
lowest. Therefore, we concluded that using more beams will pro-
duce better localization. In addition, the sound localization for the
azimuth positions was better than that of the elevation positions.
By comparison, we convolved the playback signals with the HRTF
database to obtain the approximated recordings of the KEMAR
dummy head. The average scores over all the subjects were 21 for
24 azimuth positions and 10 for 24 elevation positions. Therefore,
our proposed approach produces equivalent localization accuracy
but with high portability.

Basically, the use of non-individual HRTF may create confu-
sion in up/down and front/back directional perception. A com-
promised method of solving this problem is to use the personal-
ized HRTFs or the general HRFTs averaged on the measurements
with many subjects. In addition, head rotation may be taken into
account with simple time-variant rotation matrices using a head
tracker mounted on the headphones.

5. CONCLUSIONS

In this paper, we presented an approach for low-cost and efficient
3D binaural audio capture and reproduction using four coincident
microphones. Besides the B-format microphone array, the method
of obtaining the optimal gain vector can also be applied to other
array configurations. The approach allows choosing the number
of beams flexibly independent of the number of virtual sources. A
subjective evaluation showed good localization accuracy.
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