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ABSTRACT

The auralization of acoustic environments over headphones is of-
ten realized with data-based dynamic binaural synthesis. The re-
quired binaural room impulse responses (BRIRs) for the convo-
lution process can be acquired by performing measurements with
an artificial head for different head orientations and positions. This
procedure is rather costly and therefore not always feasible in prac-
tice. Because a plausible representation is sufficient for many prac-
tical applications, a simpler approach is of interest.

In this paper we present the BinRIR (Binauralization of omnidi-
rectional room impulse responses) algorithm, which synthesizes
BRIR datasets for dynamic auralization based on a single mea-
sured omnidirectional room impulse response (RIR). Direct sound,
early reflections, and diffuse reverberation are extracted from the
omnidirectional RIR and are separately spatialized. Spatial infor-
mation is added according to assumptions about the room geom-
etry and on typical properties of diffuse reverberation. The early
part of the RIR is described by a parametric model and can eas-
ily be modified and adapted. Thus the approach can even be en-
hanced by considering modifications of the listener position. The
late reverberation part is synthesized using binaural noise, which
is adapted to the energy decay curve of the measured RIR.

In order to examine differences between measured and synthesized
BRIRs, we performed a technical evaluation for two rooms. Mea-
sured BRIRs are compared to synthesized BRIRs and thus we an-
alyzed the inaccuracies of the proposed algorithm.

1. INTRODUCTION

Binaural synthesis is a powerful tool for headphone-based presen-
tation of virtual acoustic environments (VAEs). It can be applied
for auralization purposes in various areas like audio engineering,
telecommunication, or architectural acoustics. For many of these
applications, a plausible presentation is sufficient; an authenticity
reproduction of the sound field is often not pursued. In this context
plausibility refers to the illusion that the scenario being depicted is
actually occurring [1] while authentic refers to a perception that
the scenario cannot be distinguished from a real reference.

Binaural room impulse responses (BRIRs) can be applied, which
are either simulated or measured with an artificial head for differ-
ent orientations (and positions). Finally the BRIRs are convolved
with anechoic signals in a binaural renderer. By considering the
listener’s head movements in the auralization, localization accu-
racy increases [2], front-back confusion can be decreased [2] and
externalization of virtual sound sources improves [3][4]. Several
commercial or scientific rendering engines are available, which
adapt the sound field presented through headphones according to
the orientation of the listener in real time (e.g. [S][61[7][8]). De-
pending on the head movements, which shall be considered in the

auralization, these measurements need to be done for circular ori-
entations in the horizontal plane or even for spherical head orienta-
tions considering horizontal and vertical rotations. However, mea-
suring such BRIR datasets requires a large amount of time and the
use of complex devices (e.g. a rotatable artificial head). Further-
more, for each listening position, another set of BRIRs needs to be
captured. Thus, for many applications in the field of spatial audio
and virtual environments, the effort is so high that circular sets of
BRIRs are not used. To approach this issue, we developed the Bin-
RIR (Binauralization of omnidirectional room impulse responses)
algorithm, which aims for an auralization based on a simple mea-
surement procedure. Only one single measured omnidirectional
room impulse response (RIR) is required to obtain a plausible au-
ralization when using dynamic binaural synthesis. The algorithm
even allows to shift the listener position. Thus, one single mea-
sured RIR is sufficient to synthesize a BRIR dataset for a freely
chosen head orientation and position in the room.

In literature, several approaches to obtain BRIRs from measured
RIRs have been described. In [9][10] a synthesis of BRIRs from
B-format measurements has been proposed. The spatial impulse
response rendering (SIRR) method applies a decomposition of the
sound field into direct and diffuse parts. While the diffuse part is
decorrelated, vector-based amplitude panning is used to distribute
the direct sound on different loudspeakers. In [L1] a directional au-
dio coding (DirAC) method is proposed which can capture, code,
and resynthesize spatial sound fields. DirAC analyzes the audio
signal in short time frames and determines the spectrum together
with direction and diffuseness in the frequency bands of human
hearing. As this method does not work impulse response-based it
is quite different to the one presented in this paper. Another sim-
ple approach to synthesize BRIRs has been presented by Menzer.
In [12]][13] RIRs measured in the B-format are used to synthesize
BRIRs. Direct sound, spectral shape and temporal structure are
extracted from the RIR. Additionally, the incidence direction of
the direct sound is estimated from the measured data. No specific
treatment of the early reflections is proposed. All reflections and
the diffuse reverberation are synthesized by performing an ade-
quate reconstruction of the interaural coherence.

In this paper, we present research results on the binauralization
of omnidirectionally measured RIRs. Parts of the studies includ-
ing the basic idea and a basic description of the approach as well
as results of a perceptual evaluation have already been published
[L4][150[16]. This paper is organized as follows: In section 2 we
introduce and explain the BinRIR algorithm performing the spatial-
ization of omnidirectional RIRs in detail. In section 3 we describe
the results of a technical evaluation. We compare measured BRIRs
of two different rooms to the synthesized counterparts and elab-
orate differences caused by the simplifications of the algorithm.
Finally, section 4 concludes the paper and provides an outlook.
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2. ALGORITHM DESIGN

2.1. General Structure

The basic idea of the BinRIR algorithm is to use only one measured
omnidirectional RIR for the synthesis of BRIR datasets which can
be used for dynamic auralization. The algorithm was implemented
in Matlab and applies predictable information from sound propa-
gation in enclosed spaces as well as knowledge regarding the hu-
man perception of diffuse sound fields. For processing, the RIR is
split into different parts. The early part contains the direct sound
and strong early reflections. For this part, the directions of inci-
dence are modeled reaching the listener from arbitrarily chosen
directions. The late part of the RIR is considered being diffuse and
is synthesized by convolving binaural noise with small sections of
the omnidirectional RIR. By this, the properties of diffuse rever-
beration are approximated. The algorithm includes an additional
enhancement: The synthesized BRIRs can be adapted to shifts of
the listener and thus freely chosen positions in the virtual room can
be auralized.

The BinRIR algorithm incorporates several inaccuracies and devi-
ates significantly from a measured BRIR. The directions of inci-
dence of the synthesized early reflections are not in line with the
real ones. Hence, differences in the perception of spatial properties
(e.g. envelopment) between the original room and the synthesized
room may occur. Furthermore, a point source is assumed for all
synthetic BRIR datasets. Thus, it is not possible to rebuild source
width and other properties of the source correctly. Finally, the dif-
fusely reflected part of the early reflections cannot be precisely
reconstructed.

The basic structure of the BinRIR algorithm is shown in Figure 1.
As input data the algorithm only requires the omnidirectional RIR
and the position of the sound source. Furthermore, the algorithm
accesses an appropriate set of HRIRs and a preprocessed sequence
of binaural noise. Both were obtained from measurements with a
Neumann KU100 artificial head [[17].

The algorithm is only applied to frequencies above 200 Hz. For
lower frequencies the interaural coherence of a typical BRIR is
nearly one and the omnidirectional RIR can be maintained. 7th
order Chebyshev Type II filters are used to separate the low fre-
quency part from the rest of the signal.

2.2. Direct sound and early reflections

Onset detection is used to identify the direct sound in the omni-
directional RIR. The direct sound frame starts with the onset and
ends after 10 ms (5 ms followed by 5 ms raised cosine offset). The
following time section is assigned to the early reflections and the
transition towards the diffuse reverberation. For small and non-
reverberant rooms (V < 200 m® and RTs < 0.5 s) a section length
of 50ms is chosen, otherwise the section is extended to 150 ms.
In order to determine sections with strong early reflections in the
omnidirectional RIR, the energy is calculated in a sliding window
of 8ms length and time sections which contain high energy are
marked. Peaks which are 6 dB above the RMS level of the sliding
window are determined and assigned to geometric reflections. A
windowed section (raised cosine, 5 ms ramp) around each of the
peaks is considered as one reflection. If several very dense reflec-
tions occur in adjacent sections, these sections are merged. Fol-
lowing this procedure, small windowed sections of the omnidirec-
tional RIR are extracted describing the early reflections. The inci-
dence directions of the synthesized reflections base on a spatial re-
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Figure 1: Block diagram of the BinRIR algorithm for synthesizing
a BRIR based on one single omnidirectional RIR.

flection pattern adapted from a shoebox room with non-symmetric
positioned source and receiver. Thus a fixed lookup-table contain-
ing the incidence directions is used. By this a simple parametric
model of the direct sound and the early reflections is created. Am-
plitude, incidence direction, delay and the envelope of each of the
reflections are stored. The design of the algorithm identifying the
reflections and its parameterization (e.g. window length, peak de-
tection) was done based on empiric tests. Informal listening exper-
iments during the development have shown that the exact way in
which the reflections are determined is not substantial.

By convolving each windowed section of the RIR with the HRIR(¢)
of each of the directions, a binaural representation of the early geo-
metric reflective part is obtained. To synthesize interim directions
between the given HRIRs, interpolation in the spherical domain is
performed [[18].

2.3. Diffuse Reverberation

The diffuse reverberation is considered reaching the listener tem-
porarily and spatially equally distributed. Several studies have
shown that after a so-called perceptual mixing time, no specific
differences to completely diffuse reverberation can be perceived
and thus, an exact reconstruction of the temporal and spatial struc-
ture is not required (e.g. [19]). It was found that the perceptual
mixing time is room dependent and can be chosen according to
predictors which are calculated based on geometric room prop-
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Figure 2: Synthesis of the binaural diffuse reverberation: Sections
of the diffuse omnidirectional RIR (0.67 ms; 32 taps at 48 kHz
sampling rate) and the binaural noise (2.67 ms; 128 taps at 48 kHz
sampling rate) are convolved. Both sections are raised-cosine win-
dowed. The diffuse BRIR is synthesized by summing up the re-
sults of the convolutions applying overlap-add.

erties. However, in [20]] it has been shown that small perceptual
differences still remain. Thus recent studies (e.g. [21][22]) pro-
posed models applying an overlap between early reflections and
the diffuse part instead of using a fixed mixing time. By this some
diffuse energy is embedded in the early part of the BRIR. A simi-
lar approach is used in the BinRIR algorithm: All parts of the RIR
excluding the sections of the direct sound and the detected early
reflections are assigned to the diffuse part.

To synthesize the binaural diffuse reverberation we developed two
different methods. In [14][15] the RIR was split up into 1/6 octave
bands by applying a near perfect reconstruction filter bank [23] and
the binaural diffuse part was synthesized for each frequency band.
In [16] we proposed another method for the synthesis of the diffuse
part which is used in this publication. The diffuse reverberation
is synthesized by convolving small time sections (0.67 ms) of the
omnidirectional RIR with sections of 2.67 ms binaural noise (both
sections raised-cosine windowed). The results of the convolutions
of all time sections are summed up with overlap-and-add. Figure
[2 explains the synthesis of the diffuse reverberation in greater de-
tail. By this, both the binaural features (e.g. interaural coherence)
of the binaural noise and the frequency-dependent envelope of the
omnidirectional RIR are maintained. The lengths of the time sec-
tions were determined by informal listening tests during the devel-
opment of the algorithm. This method requires less computational
power than the one proposed in [14][15]. Informal listening tests
showed that both methods are perceptually comparable.

2.4. Listener position shifts

The algorithm includes a further enhancement: The synthesized
BRIR can be adapted to listener position shifts (LPS) and thus
freely chosen positions of the listener in the virtual room can be

/0
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N

Figure 3: Basic principle of the listener position shifts (LPS): A
mirror-image model is applied to modify the amplitude and the
temporal structure of the direct sound and the early reflections.
The receiver is moved from an initial position (grey) to a modified
position (black). By this the paths of the direct sound and the
reflections are changed.

auralized. For this, a simple geometric model based on mirror-
image sound sources is used. The distance between the listener
and each of the mirror-image sound sources is determined from
the delay of the corresponding reflection peak to the direct sound
peak. In a next step, a shifted position of the listener is considered
and amplitudes (based on the 1/r law), distances, and directions of
incidence are recalculated for each reflection (Fig. [3). Optimizing
an earlier version of the BinRIR algorithm (e.g [16]) we modified
the low-frequency component below 200 Hz when applying LPS.
If, for example, the listener approaches the sound source, the am-
plitude of the direct sound increases and the low-frequency energy
for the direct sound needs to be adapted accordingly. For this the
low-frequency part of the direct sound (first 10ms followed by
10 ms raised cosine set) is adjusted according to the 1/r law.

2.5. Synthesis of Circular BRIR sets

The synthesis of the BRIRs is repeated for constant shifts in the
azimuthal angle (e.g. 1°) for the direct and the reflected sound.
Thus, a circular set of BRIRs is obtained, which can be applied by
different rendering engines for dynamic binaural synthesis. The
synthesized sets of BRIRs can be stored in various formats, e.g
the miro-Format [24]], a multi-channel-wave format to be used by
the SoundScape Renderer (7] and can be converted to the SOFA-
format [25]].

3. TECHNICAL EVALUATION

To analyze the performance of the algorithm, a series of listening
experiments has already been conducted [14][16]. These exper-
iments mainly aimed at a quantification of the perceptual differ-
ences between measured and synthesized BRIRs. In this paper
we focus on a technical evaluation of the algorithm and compare
different properties of the synthesized BRIRS to the properties of
measured BRIRs. Therefore we analyzed the detected reflections
regarding their direction, their time of incidence, and their ampli-
tude to measured data. Furthermore, we compared the reverbera-
tion tails and the reverberation times of the synthesized BRIRs to
the ones of measured BRIRs. We investigated to what extent the
clarity (Csp) of the synthesized room matches the measured room’s

DAFX-347



Proceedings of the 20™ International Conference on Digital Audio Effects (DAFx-17), Edinburgh, UK, September 5-9, 2017

(a) Large Broadcast Studio (LBS)

2f
\.
15/
2
£
3 1
[t
o
0.5 F[—Binaural reference
--=-BinRIR synthesis
Omnidirectional measurement

100 1000 10000
Frequency in [Hz]

(b) Small Broadcast Studio (SBS)

1.2}
1}t
—0.8
-,
e
S 0.6
©
o 0.4+ .
B
0.2 I ——Baurat reference
--=-BinRIR synthesis
0 Omnidirectional measurement

100 1000 10000
Frequency in [Hz]

Figure 4: Reverberation Time (RTgo) of the Large Broadcast Studio (a) and the the Small Broadcast Studio (b). In each plot the RTsy for
the binaurally measured reference, for the synthesis with the BinRIR algorithm and for the omnidirectional measurement are shown. The

RTgo was calculated in 1/3 octave bands in the time domain

clarity. Finally we looked briefly in which way the use of the LPS
influences the early part of the BRIR.

3.1. Measured rooms

The performance of the algorithm was analyzed for two different
rooms. Both rooms are located at the WDR radiobroadcast stu-
dio in Cologne and are used for various recordings of concerts and
performances. The "KVB-Saal" (Large Broadcast Studio - LBS)
has a volume of 6100 m®, a base area of 579 m? and can seat up to
637 persons. We measured the impulse responses in the 6th row
(Distancescrec = 13.0m). The "kleiner Sendesaal" (Small Broad-
cast Studio - SBS) has a volume of 1247 m?, a base area of 220 m?
and 160 seats. The Distancegcrec in this room was 7.0 m. In order
to evaluate the algorithm, measured impulse responses from these
rooms were used. In addition to the omnidirectional RIRs, which
are required to feed the BinRIR algorithm, we measured circular
BRIR datasets at the same position as a reference. This dataset
was measured in steps of 1° on the horizontal plane with a Neu-
mann KU100 artificial head. Finally we used data from spherical
microphone array measurements, conducted with the VariSphear
measurement system [26]]. For this, we applied a rigid sphere ar-
ray configuration with 1202 sample points on a Lebedev grid at a
diameter of 17.5 cm. The omnidirectional RIRs and the array data
were measured with an Earthworks M30 microphone. As sound
source, a PA stack involving an AD Systems Stium Mid/High unit
combined with 3 AD Systems Flex 15 subwoofers was used. The
complete series of measurements is described in detail in [27].

Based on the microphone array measurements, we identified re-
flections in the room using sound field analysis techniques [28]].
For this the array impulse responses were temporally segmented
(time resolution =0.5 ms) and transformed into the frequency do-
main. Applying a spatial Fourier transformation, the impulse re-
sponses were transformed into the spherical wave spectrum do-
main [29]. Then the sound field was decomposed into multiple
plane waves using the respective spatial Fourier coefficients. Data
was extracted for a decomposition order of N =5, a spherical com-
posite grid with 3074 Lebedev points at a frequency f=4500 Hz.
For this frequency quite robust results for the detection of the re-
flections were found. By this, a spatio-temporal intensity matrix of
the sound field at the listener position was calculated. Each time
slice of the matrix was analyzed with a specific algorithm in or-

der to classify reflections which are represented as local maxima
in the matrix [30]. The detected reflections were stored with their
attributes "time", "direction" and "level" in a reflection list and can
be used for further comparison with the BinRIR algorithm.

3.2. Direct Sound and early reflections

In a first step we looked at the early part of the synthetic BRIRs
and compared the direct sound and the early reflections determined
by the BinRIR algorithm to the reflections which are identified us-
ing sound field analysis techniques based on the microphone array
measurements. To describe the directions of the reflections we
used a spherical coordinate system. The azimuthal angle denotes
the orientation on the horizontal plane with ¢=0° corresponding
to the front direction. The elevation angle is § =0° for frontal ori-
entation and § =90° for sound incidence from above.

Table [T] and [] show the reflections detected by BinRIR as well as
the 14 strongest reflections which were identified based on the ar-
ray data. For each reflection, the time of arrival relative to the
direct sound, the incidence direction, and the level are shown. The
temporal structure and the energy of many of the reflections show
similarities. For example in the LBS for reflection #7, # 10 and
#13 and in the SBS for reflection # 13 the level and the time of ar-
rival match quite well. Furthermore, some of the reflections were
detected in the array measurements as impinging from different
directions nearly simultaneously. These reflections are typically
merged to one reflection with an increased level by the BinRIR al-
gorithm (e.g. LBS: #4 and #5; SBS: #6 and #7; #9 - #11).

As the incidence directions of the synthetic reflections are chosen
by BinRIR based on a lookup-table, it is not surprising that there
are significant differences compared to the directions of the mea-
sured reflections. However, if the proportions as well as source and
listener position of the synthesized room to some extent match the
modelled shoebox room some of the incidence directions are ap-
propriate. Thus, at least for the first reflection and as well for some
other reflections detected by BinRIR, an acceptable congruence ex-
ists both for the LBS and the SBS. The azimuthal deviation of the
first reflection is less than 40° and in elevation no relevant devia-
tion exists.

As already explained in [2.2]the BinRIR algorithm starts detecting
reflections 10 ms after the direct sound. Thus no reflections reach-
ing the listener within the first 10 ms can be found. The time frame

DAFX-348



Proceedings of the 20™ International Conference on Digital Audio Effects (DAFx-17), Edinburgh, UK, September 5-9, 2017

Array measurement BinRIR algorithm
# Delay [ms] | Azimuth[°] | Elevation[°] | Level [dB] Delay [ms] | Azimuth[°] | Elevation[°] | Level [dB]
0 0.0 0 3 0.0 0.0 0 0 0.0
1 5.0 8 -58 -27.6
2 7.5 142 -18 -27.5
3 17.5 0 -8 -27.3
4 24.0 309 0 -25.6
5 26.5 58 5 -27.9 } 29 319 2 210
6 28.0 278 0 -28.1
7 31.0 0 58 -20.3 31.1 10 -2 -194
8 38.0 253 -2 -28.0 38.4 85 -3 -22.9
9 50.5 180 20 -27.2
10 79.5 178 17 -12.7 79.6 343 4 -14.9
11 92.5 353 73 -26.6 92.5 319 -54 -40.5
12 108.2 0 67 -34.4
13 117.5 183 35 -26.3 117.6 85 -50 -31.4
14 174.0 356 8 -25.0
15 202.0 3 3 =243

Table 1: Properties of the direct sound and the early reflections for the Large Broadcast Studio (LBS). Left side: Reflections determined
from the analysis of the array data. Right side: Reflections detected by the BinRIR algorithm

Array measurement BinRIR algorithm
# Delay [ms] | Azimuth[°] | Elevation[°] | Level [dB] Delay [ms] | Azimuth[°] | Elevation[°] | Level [dB]
0 0.0 5 5 0.0 0.0 0 0 0.0
1 1.5 7 =22 -6.9
2 35 16 -76 -21.9
3 7.5 210 =22 -27.5
4 12.0 204 -17 -27.7
5 15.5 27 66 -23.9
6 20.0 284 0 -21.1
7 23.0 58 75 245 222 319 2 192
8 35.0 203 2 -27.7 354 10 2 -21.6
9 50.0 152 1 -21.5
10 50.5 151 -2 -21.5 } 51.3 85 -3 -18.5
11 51.5 147 29 -25.5
12 57.0 129 0 -21.4
13 59.0 173 7 -19.7 59.6 343 4 -15.9
14 99.5 331 -2 -19.5 100.3 319 -54 -29.3

Table 2: Properties of the direct sound and the early reflections for the Small Broadcast Studio (SBS). Left side: Reflections determined
from the analysis of the array data. Right side: Reflections detected by the BinRIR algorithm

determining the geometric reflections ends after 150 ms and no re-
flections are detected by BinRIR after this period.

Furthermore, several reflections which can be extracted from the
array data measurements are not detected by BinRIR (e.g. #3 and
#9in the LBS and # 5 and # 12 in the SBS). However, in total more
than 2/3 of the reflections in the section from 10 ms to 150 ms de-
termined from the array data correspond to a reflection determined
by BinRIR.

3.3. Energy Decay and Reverberation Time

In a next step we compared the energy decay curves of the synthe-
sis and of the binaurally measured reference BRIRs. As already
explained, the BinRIR algorithm synthesizes diffuse reverberation
by applying a frame-based convolution of the omnidirectional RIR
with binaural noise. Thus in addition to the synthesized and the
measured BRIR (reference) we analyzed the energy decay of the
measured omnidirectional RIR as well. The following analysis is
based on the impulse responses for the frontal viewing direction
(p=0°, § = 0°). Analyzing the reverberation time RTg (Figure
we observed that the general structure of the curves is simi-
lar, but variations between the three curves exist. The average un-

signed deviation between the synthesis and the reference is 0.10 s
for the LBS and 0.09 s for the SBS, the maxima are 0.26 s (LBS)
and 0.23 s (SBS).

3.4. Interaural Coherence

Next, we compared the interaural coherence (IC) of the synthe-
sized BRIRs and of the reference BRIRs (Figure[3). We calculated
the IC according to [31] applying hamming-windowed blocks with
a length of 256 taps (5.33 ms) and an overlap of 128 taps (2.67
ms). In each plot the IC calculated with three different starting
points is shown. For reference and synthesis in both rooms the IC
is significantly different when direct sound is included in the cal-
culation (t>0ms). For the medium condition (LBS: t> 150 ms;
SBS: t>50ms) significant differences between synthesis and ref-
erence can be observed. This is not surprising as no shaping of the
IC is performed in the BinRIR algorithm. However, this difference
is smaller for the SBS, because the impulse response is probably
nearly diffuse at 50 ms. For the condition with the maximal start-
ing point (LBS: t>300ms; SBS:t>150 ms) which mainly com-
prises the diffuse reverberation the IC of the synthesized BRIR
matches the reference quite well.
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Figure 5: Interaural coherence (IC) of the Large Broadcast Studio (LBS) and the the Small Broadcast Studio (SBS). In plot (a) and (b)
the data for the binaural reference is shown, in (c) and (d) the data for the BinRIR synthesis. For the LBS the IC is plotted for t>0ms,
t>150 ms and t>300 ms, for the SBS for t>0ms, t>50 ms and t>150 ms.
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Figure 6: Clarity (Cso) of the Large Broadcast Studio (LBS) and the the Small Broadcast Studio (SBS). In each plot the Csy for the
binaurally measured reference, for the synthesis with the BinRIR algorithm and for the omnidirectional measurement are shown.
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Figure 7: Influence of the Listener Position Shift (LPS) on the
early part of the time response for the Small Broadcast Studio
(SBS). The time responses for Distance Factors (DFs) from 0.125
- 2 are shown in different colors

3.5. Clarity

Next, we examined the clarity Csy over frequency for each of the
conditions (Figure [6). The differences between the omnidirec-
tional RIR, the synthesis and the reference are minor. The aver-
age unsigned deviation between the synthesis and the reference is
1.4 dB for the LBS and 1.1 dB for the SBS. The maxima are 5.2 dB
(LBS) and 3.2dB (SBS). Thus the ratio of the energy of the early
part of the BRIR and the late diffuse part of the BRIR can be re-
garded as appropriate.

3.6. Listener position shifts

Finally we analyzed for the SBS in which way the early part of the
synthesized BRIR is changed when listener position shifts (LPS)
are performed. The results are shown in Figure[7] for synthesized
Distancegcrec between 0.875 m and 14 m (distance factor 1/8 - 2 of
the original distance). It can be observed that the level and the time
of arrival of the direct sound are changed significantly (according
to the 1/r distance law) when performing LPS. The influence of the
LPS on reflections is hard to observe from the plot, but changes
in amplitude and time of arrival according to the geometric room
model can be found here as well. The diffuse part and thus the
complete late reverberation remain unchanged when performing
LPS (not shown in Figure[7).

4. CONCLUSION

In this paper, the BinRIR algorithm was presented, which aims
for a plausible dynamic binaural synthesis based on one measured
omnidirectional RIR. In two different rooms, RIRs were measured
and binauralized applying the presented BinRIR algorithm, so that
synthetic BRIR datasets were generated. The presented method
separately treats direct sound, reflections and diffuse reverbera-
tion. The early parts of the impulse responses are convolved with
HRIRs of arbitrary chosen directions while the reverberation tail
is rebuilt from an appropriately shaped binaural noise sequence.
In an extension, the algorithm allows to modify the sound source
distance of a measured RIR by changing several parameters of an
underlying simple room acoustic model.

The synthetic BRIRs were compared to reference BRIRs measured
with an artificial head. Due to missing information on spatial as-

pects, a perfect reconstruction of the sound field is generally not
possible. An analysis of the early reflections showed that neither
all reflections are detected by the BinRIR algorithm nor their di-
rections match to the physical ones of the room. However, the
reflections which were identified by the BinRIR algorithm corre-
late with the times of incidence and partly with the direction of
incidence of the physical reflections in the room quite well. For
the diffuse part, small differences in the reverberation time and
the interaural coherence were observed. However, in general, the
synthesis can be regarded as appropriate. An evaluation of the re-
verberation time RTegy and of the clarity Csyo only showed minor
differences between reference and synthesis. Analyzing the per-
ceptual influences of the determined differences is not covered in
the study presented here. Please refer to [[14][16] for an analysis
of these topics.

The approach presented in this paper can be combined with other
modifications of measured RIRs. In [32]][33], we discussed a pre-
dictive auralization of room modifications by an appropriate adap-
tation of the BRIRs. Thus the measurement of one single RIR
is sufficient to obtain a plausible representation of the modified
room. Furthermore, the opportunity to shift the listener position
freely in the room can be employed when perceptual aspects of
listener movements shall be investigated as e.g. proposed in [34].
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