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ABSTRACT

Gradient-based optimizations are commonly found in areas where

Fourier transforms are used, such as in audio signal processing.

This paper presents a new method of converting any gradient of a

cost function with respect to a signal into, or from, a gradient with

respect to the spectrum of this signal: thus, it allows the gradient

descent to be performed indiscriminately in time or frequency do-

main. For efficiency purposes, and because the gradient of a real

function with respect to a complex signal does not formally exist,

this work is performed using Wirtinger calculus. An application to

sound texture synthesis then experimentally validates this gradient

conversion.

1. INTRODUCTION

Mathematical optimization is a recurring theme in audio signal

processing: many sound synthesis algorithms, for instance physics-

based synthesis [1] or sound texture synthesis [2, 3], require the

solving of non-linear equations, which in turn becomes a function

optimization problem. Formally, this means seeking the minimum

of a real-valued cost function C over the ensemble of its inputs.

From here on several solvers exist, including the widely used

gradient descent algorithms. As the name implies, this kind of al-

gorithm requires the computation of the gradient of C to iteratively

progress toward a minimum. But a problem arises if the parame-

ters of C are complex-valued: from the Cauchy-Riemann equations

follows that a real-valued non-constant function with complex pa-

rameters is not differentiable. This means that if the parameters

of our cost function C are complex-valued, for example when the

cost is evaluated from a spectrum, the gradient of C does not exist.

Recently, this situation was encountered in the context of sound

texture synthesis. In this synthesis algorithm the sub-bands en-

velopes of a white noise signal are adapted so that a set of their

statistics reach some desired values, previously extracted from a

sound texture. Current implementations of this algorithm either

perform the optimization over each sub-band envelope individu-

ally while performing additional steps in parallel to compute a cor-

responding time signal [2], or perform it over the magnitude of the

short-term Fourier transform of the white noise signal, combined

with a phase retrieval algorithm allowing to recreate the synthe-

sized time signal [3]. But both methods require additional steps

to recreate the outputted signal, be it reconstruction from the sub-

bands or phase retrieval, which in turn tend to damage the opti-

mization performed over the sub-bands envelopes.

Such a problem could be avoided altogether if the optimiza-

tion was performed directly over the base time signal, although this

would mean that the gradient of the cost function would have to be

calculated with respect to said time signal. Since this cost is de-

fined over the envelopes of the sub-band signals statistics, comput-

ing its gradient with respect to those envelopes is usually straight-

forward, but converting this gradient in a gradient with respect to

the base time signal means going back up the whole envelope ex-

traction process. Because this procedure involves manipulating

spectra and because the sub-band signals are complex-valued, this

situation typically falls in the case mentioned above where the for-

mal gradients of the cost function with respect to those complex-

valued signals do not exist.

Hence the goal of the work presented in this paper is twofold: es-

tablishing a relation between a gradient of a cost function with

respect to a signal and with respect to its spectrum, all the while

using a formalism that both allows the manipulation of those oth-

erwise non-existent complex gradients and does so in the most ef-

ficient way possible.

The formalism chosen to be worked with is Wirtinger calcu-

lus, first introduced in [4], which offers an extension of complex

differentiability in the form of Wirtinger derivatives and Wirtinger

gradients. Even though it can be encountered in articles such as [5]

(although without any mention of the name Wirtinger), it has been

scarcely used in signal processing since then. Because this formal-

ism is not well known, this paper starts off with an introduction to

it, followed by our work on gradient conversion between time and

frequency domains, and then the application and experimental val-

idation of this conversion to the case of sound texture synthesis.

2. WIRTINGER CALCULUS AND NOTATIONS

2.1. General mathematical notations

Let us first introduce the mathematical notations that are used through-

out this paper.

Arrays are denoted by bold lower case letters as c, while their

m-th element is denoted cm.

For a differentiable function f : R → C, its real derivative at

a ∈ R is denoted:

∂f

∂x
(a) (1)

For a differentiable function f : RM → C, its real gradient at a ∈
R

M is denoted:

∂f

∂x
(a) =

(

∂f

∂x1
(a),

∂f

∂x2
(a), ...,

∂f

∂xM

(a)

)

(2)
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The discrete Fourier transform (DFT) is denoted by F : CM →
C

N , with M ≤ N , while the inverse DFT (iDFT) is denoted by

F−1 : CN → C
M . For a vector c ∈ C

M , its spectrum is denoted

by a bold upper case letter C ∈ C
N . As such we have:

Cn = F(c)n =
∑

m∈[0,M−1]

cme
−j 2πmn

N (3)

And:

cm = F−1(C)m =
1

N

∑

n∈[0,N−1]

Cne
j 2πmn

N (4)

2.2. Wirtinger Calculus

We now introduce Wirtinger calculus and summarize some of its

more useful properties, as can be found in [5, 6, 7].

2.2.1. Wirtinger derivatives and gradients

Any complex number c ∈ C can be decomposed as a + jb with

(a, b) ∈ R
2 its real and imaginary parts. Similarly, any function

f : C → C can be considered as a function of R
2 → C with

f(c) = f(a, b). If it exists, the derivative of f at c with respect to

the real part of its input is denoted by:

∂f

∂x
(c) (5)

This concords with our previous notations, since this derivative is

also the real derivative of f when its domain is restrained to R. If

it exists, the derivative of f at c with respect to the imaginary part

of its input is denoted by:

∂f

∂y
(c) (6)

If f is differentiable with respect to both the real and imaginary

part of its input we call it differentiable in the real sense. This prop-

erty is weaker than C-differentiability since it lacks the Cauchy-

Riemann conditions, but is sufficient when looking to optimize

f since it means we could always manipulate it as a function of

R
2 → C, whose optimization does not require any differentiabil-

ity over C.

This is where Wirtinger calculus intervenes: it is a way of ma-

nipulating both partial derivatives of a function of C → C that

is only differentiable in the real sense without going through the

trouble of treating them individually. In addition to this, Wirtinger

calculus acts as a bridge toward C-differentiability since it over-

laps with C-derivation when the complex derivative exists.

For f : C → C differentiable in the real sense, its Wirtinger deriva-

tive (henceforth W -derivative) at c ∈ C is denoted by and defined

as:
∂f

∂z
(c) =

1

2

(

∂f

∂x
(c)− j

∂f

∂y
(c)

)

(7)

While its conjugate Wirtinger derivative (henceforth W ∗-derivative)

is denoted by and defined as:

∂f

∂z∗
(c) =

1

2

(

∂f

∂x
(c) + j

∂f

∂y
(c)

)

(8)

Manipulating those two derivatives is equivalent to manipulating

the two real partial derivatives, and we can with ease switch from

one expression to the other if need be: since the partial derivatives

are enough to optimize a function, so is the Wirtinger derivative.

The case can then be extended to functions of several variables,

such as arrays: if f denotes a function of CM → C and is differ-

entiable in the real sense, meaning here differentiable with respect

to the real and imaginary parts of all of its inputs, we define the W
and W ∗-gradients of f similarly to their real counterpart:

∂f

∂z
(c) =

(

∂f

∂z1
(c),

∂f

∂z2
(c), ...,

∂f

∂zM
(c)

)

(9)

∂f

∂z∗
(c) =

(

∂f

∂z∗1
(c),

∂f

∂z∗2
(c), ...,

∂f

∂z∗M
(c)

)

(10)

Once more, and as shown in [6], in the case of a real-valued func-

tion (such as a cost function) knowing either the W or W ∗-gradient

of the function is sufficient to minimize it.

2.2.2. Link with C-differentiability

If f denotes a function of CM → C the following property holds:

f is C-differentiable ⇐⇒

{

f is differentiable in the real sense
∂f

∂z∗
= 0

(11)

In the case where f is C-differentiable, both its complex and W -

gradients are equal: this is what makes of Wirtinger calculus a

proper extension of C-differentiability.

2.2.3. Linearity

The W and W ∗-derivations are both linear, meaning for f and g
two functions of CM → C differentiable in the real sense and for

(α, β) ∈ C
2:

∂(αf + βg)

∂z
= α

∂f

∂z
+ β

∂g

∂z
(12)

∂(αf + βg)

∂z∗
= α

∂f

∂z∗
+ β

∂g

∂z∗
(13)

2.2.4. Function composition

For f and g two functions of C → C differentiable in the real

sense, the Wirtinger chain rule gives:

∂f ◦ g

∂z
=

(

∂f

∂z
◦ g

)

×
∂g

∂z
+

(

∂f

∂z∗
◦ g

)

×
∂g∗

∂z
(14)

∂f ◦ g

∂z∗
=

(

∂f

∂z
◦ g

)

×
∂g

∂z∗
+

(

∂f

∂z∗
◦ g

)

×
∂g∗

∂z∗
(15)

We now extend this in the case of functions of several variables:

if this time f denotes a function of C
M → C and g denotes a

function of CN → C
M , both being differentiable in the real sense,

for n ∈ [1, N ] the chain rule gives:

∂f ◦ g

∂zn
=

∑

m∈[1,M ]

(

∂f

∂zm
◦ g

)

×
∂gm

∂zn
+

(

∂f

∂z∗m
◦ g

)

×
∂g∗m
∂zn

(16)

∂f ◦ g

∂z∗n
=

∑

m∈[1,M ]

(

∂f

∂zm
◦ g

)

×
∂gm

∂z∗n
+

(

∂f

∂z∗m
◦ g

)

×
∂g∗m
∂z∗n

(17)
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2.2.5. Complex conjugate

If f denotes a function differentiable in the real sense, the follow-

ing property holds:

(

∂f

∂z

)

∗

=
∂f∗

∂z∗
(18)

This straightforwardly implies that if f is real-valued we have:

(

∂f

∂z

)

∗

=
∂f

∂z∗
(19)

Meaning that in the case of functions with real output, such as

cost functions, it is strictly equivalent to manipulate the W and the

W ∗-gradients.

3. CONVERSION BETWEEN TIME AND FREQUENCY

DOMAINS

Those properties can now be put to use in order to convert the

W -gradients of a real-valued cost function between time and fre-

quency domains.

3.1. From time to frequency

Let us suppose a cost function E , differentiable in the real sense

and defined as:

E : CM → R (20)

z 7→ E(z)

The value of the W -gradient of E is supposed known at a given

point c ∈ C
M . Our goal is now to evaluate this gradient at C ∈

C
N , the DFT of c. More rigorously, this amounts to say that we

wish to evaluate at C the W -gradient of Ẽ , defined as:

Ẽ : CM → R (21)

z 7→ E(F−1(z))

According to the chain rule of Wirtinger calculus stated in 2.2.4

we have for n ∈ [0, N − 1]:

∂Ẽ

∂zn
(C) =

∑

m∈[1,M ]

(

∂E

∂zm
(F−1(C)

)

×
∂F−1

m

∂zn
(C) (22)

+

(

∂E

∂z∗m
(F−1(C))

)

×
∂
(

F−1
m

)

∗

∂zn
(C)

But F−1 is C-differentiable, meaning that according the prop-

erty of Wirtinger calculus stated in 2.2.2 its W ∗-gradient is null.

From (18) then follows that the W -gradient of (F−1)∗ is also null,

which leaves us with:

∂Ẽ

∂zn
(C) =

∑

m∈[1,M ]

∂E

∂zm
(c)×

∂F−1
m

∂zn
(C) (23)

From (4) we easily derive:

∂F−1
m

∂zn
(C) =

1

N

∂

∂zn

(

∑

k

zke
j 2πmk

N

)∣

∣

∣

∣

∣

z=C

=
1

N
e
j 2πmn

N

(24)

Which re-injected in (23) gives:

∂Ẽ

∂zn
(C) =

1

N

∑

m∈[1,M ]

∂E

∂zm
(c)ej

2πmn

N (25)

=
1

N





∑

m∈[1,M ]

(

∂E

∂zm
(c)

)

∗

e
−j 2πmn

N





∗

(26)

Here we recognize a DFT, leading to the expression of the whole

W -gradient of Ẽ as:

∂Ẽ

∂z
(C) =

1

N
F

([

∂E

∂z
(c)

]

∗
)∗

(27)

Please note that since M ≤ N , the sum over m in (25) could not

be interpreted as an inverse DFT, resulting in the identification of

the conjugate of the DFT in (26).

But since E (and Ẽ) are real-valued functions, according to (19)

the previous expression can be formulated in a cleaner way:

∂Ẽ

∂z∗
(C) =

1

N
F

(

∂E

∂z∗
(c)

)

(28)

In other words, knowing the W ∗ (or equivalently the W )-gradient

of a cost function at a given point c in time domain, it is possible

to convert it over frequency domain to obtain the gradient at the

spectrum C.

3.2. From frequency to time

Alternatively, the expression (28) can also be reversed to give:

∂E

∂z∗
(c) = NF−1

(

∂Ẽ

∂z∗
(C)

)

(29)

Which this time allows us to transition from the gradient of the er-

ror function at C to the gradient at c.

Thus, it is now possible to straightforwardly convert the gradient

of a cost function between time and frequency domains: this also

means that any gradient descent can be chosen to be performed on

a signal or its spectrum, independently of which signal was used

in cost computations. Additionally, and since this conversion is

performed using only DFTs or iDFTs, we can also make full use

of efficient Fourier transform algorithms such as the Fast Fourier

Transform (FFT).

We now apply and experimentally validate the present results in

a sound synthesis algorithm.

4. APPLICATION

As mentioned in the introduction, the conversion of a gradient be-

tween time and frequency domains can be put to use in the case of

sound texture synthesis through statistics imposition.

During the synthesis algorithm a base signal such as a white noise

is converted to frequency domain where it is filtered using a Fourier

multiplier, then taken back to time domain to result in an analytic

sub-band of the base signal. The goal of the algorithm is then to

impose a given set of values to some selected statistics of those
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sub-bands magnitudes. Since imposing the statistics via gradient

descent directly over the sub-bands and then proceeding on recre-

ating the corresponding time signal would damage the imposition,

we seek to perform the gradient descent directly over the base time

signal. This requires a conversion of the gradient of the cost func-

tion, easily defined with respect to the sub-bands, to a gradient

with respect to the base signal.

The case can be formulated this way: we call s a real-valued

array of length M representing the base sound signal we wish to

alter using gradient descent and S its DFT of length N . S is then

windowed in frequency domain by a function G defined as:

G : CN → C
N

(30)

S 7→ W .S

With W ∈ C
N the spectral weighting array used for band-filtering

S and . the element-wise product. We denote the filtered spectrum

B = G(S), and b = F−1(B) its inverse DFT of length M : b is

thus the complex sub-band of s centered around a frequency cho-

sen via W . In this example we want to impose a given value γ to

the third order moment of the envelope of b, so the cost function C
is chosen as the squared distance between the third order moment

of the envelope of |b| the sub-band and γ:

C : CM → R (31)

b 7→









∑

k∈[0,M−1]

|bk|
3



− γ





2

For simplicity’s sake we will consider the raw moment instead of

the usual standardized moment that can be found in [2]. Using the

rules of Wirtinger’s calculus detailed in Section 2.2.4 we straight-

forwardly obtain the W ∗-gradient of C with respect to the sub-

band at b:

∂C

∂z
(b) = 3









∑

k∈[0,M−1]

|bk|
3



− γ



 b. |b| (32)

But since the gradient descent is made over the base signal s we

need to convert the gradient at b over a gradient at s. Mathemati-

cally speaking, we wish to know the W ∗-gradient of the function

C̃ defined as:

C̃ : CM → R (33)

s 7→ C
(

F−1(G(F(s)))
)

Since we know the gradient of C, all we need to do is convert it to

the frequency domain, compose it with G and bring it back to time

domain using the rules of Wirtinger calculus and time-frequency

gradient conversion.

Using the time to frequency domain conversion expression in (28)

we obtain the value of the W ∗-gradient of C ◦ F−1 at B as:

∂
(

C ◦ F−1
)

∂z∗
(B) =

1

N
F

(

∂C

∂z∗
(b)

)

(34)

From here we need to obtain the gradient of C ◦ F−1 ◦ G. Since

G is a simple element-wise product, and since as stated in section

2.2.3 Wirtinger derivation is linear, we directly obtain:

∂
(

C ◦ F−1 ◦ G
)

∂z∗
(S) = W .

∂
(

C ◦ F−1
)

∂z∗
(B) (35)

All that is left now is the conversion from frequency to time do-

main to obtain the W ∗-gradient at s. Using the result in (29) gives:

∂C̃

∂z∗
(s) = NF−1

(

∂
(

C ◦ F−1 ◦ G
)

∂z∗
(S)

)

(36)

Combining (34), (35) and (36) then gives:

∂C̃

∂z∗
(s) = F−1

(

W .F

(

∂C

∂z∗
(b)

))

(37)

Using this relation we can now convert the W ∗-gradient at b ex-

pressed in (32) to a W ∗-gradient at s, the base signal.

In addition to this, since s is a purely real-valued signal it is

also straightforward to make use of the previous result to obtain the

more common real gradient of C̃ at s. Indeed, from the definition

of the W ∗-derivative in (8) and since C̃ is real-valued, we have that

if s ∈ R
M :

∂C̃

∂x
(s) = 2ℜ

{

∂C̃

∂z∗
(s)

}

(38)

Which results in the final expression of the real gradient of the cost

function with respect to the real base time signal:

∂C̃

∂x
(s) = 6









∑

k∈[0,M−1]

|bk|
3



− γ



ℜ
{

F−1 (W .F (b. |b|))
}

(39)

We now have all the tools required to use a gradient descent algo-

rithm over the base signal s in order to minimize the cost function

C and thus impose a given statistic over a selected sub-band of it,

without having to first perform it over the sub-band and then resort

to a potentially damaging reconstruction.

Additionally, it is now possible to impose a given set of statis-

tics to several sub-bands at once. Indeed, if we define a general

cost function as the sum of several sub-bands cost functions, such

as the one expressed in (31), then the linearity of derivation gives

that the global cost gradient with respect to the base time signal

is simply the sum of the sub-band cost gradients which we estab-

lished in (39): using this global cost in the gradient descent will

then tend to lower the sub-band cost functions, thus imposing the

desired values to the statistics of each sub-bands at once.

So as to act both as an example and an experimental valida-

tion, such a simultaneous imposition was made over a 10 seconds-

long white noise signal sampled at 48 kHz. The statistics chosen

as goals are the raw third moments extracted from a rain sound

texture over 3 sub-bands arbitrarily chosen at 20 Hz, 1765 Hz and

10.3 kHz, while the algorithm used is a conjugate gradient descent.

The evolution over the iterations of the gradient descent of the cost

functions, both global and band-wise, is plotted in Figure 1. Be-

cause the band-wise cost functions are decreasing during the gra-

dient descent, the optimization successfully outputs a time signal

possessing the exact statistics we meant to impose on it, without

requiring a separate imposition for each sub-band nor a possibly

harmful reconstruction of the time signal from the sub-bands sig-

nals.
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Figure 1: Value of the cost functions over the number of iterations made during the gradient descent. The total gradient is obtained by

summing the gradients of 3 arbitrary sub-bands (20 Hz, 1765 Hz and 10.3 kHz) as expressed in (39)

5. CONCLUSION

By making use of Wirtinger formalism it is possible to link the

gradient of a real-valued function with respect to a signal to the

gradient with respect to its spectrum and transition between the

two simply by use of a digital Fourier Transform and its inverse:

this allows any gradient descent algorithm to be performed equiv-

alently in time or frequency domain while avoiding any complica-

tion that may come from the complex non-differentiability of cost

functions.

Put to use in sound texture synthesis this leads to a fully co-

herent approach to imposing arbitrary values to the statistics of

the sub-bands of a signal, which is currently being investigated in

order to establish an efficient sound texture synthesis algorithm.
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