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ABSTRACT

In the field of virtual analog modeling, a variety of methods have
been proposed to systematically derive simulation models from cir-
cuit schematics. However, they typically rely on implicit numeri-
cal methods to transform the differential equations governing the
circuit to difference equations suitable for simulation. For circuits
with non-linear elements, this usually means that a non-linear equa-
tion has to be solved at run-time at high computational cost.

As an alternative to fully-implicit numerical methods, a family
of non-iterative discretization schemes has recently been proposed,
allowing a significant reduction of the computational load. How-
ever, in the original presentation, several assumptions are made re-
garding the structure of the ODE, limiting the generality of these
schemes. Here, we show that for the second-order accurate variant
in particular, the method is applicable to general ODEs. Further-
more, we point out an interesting connection to the implicit mid-
point method.

1. INTRODUCTION

In recent years, a variety of methods have been proposed to sys-
tematically derive simulation models from circuit schematics for
virtual analog modeling, like wave digital filters (e.g. [1, 2, 3]),
methods based on state-space systems (e.g. [4, 5, 6]), and port-
Hamiltonian systems (e.g. [7, 8]). They have in common that they
typically rely on implicit numerical methods, usually trapezoidal
rule or the implicit midpoint method, to transform the differen-
tial equations governing the circuit to difference equations suitable
for simulation. For circuits with non-linear elements, this usually
means that a non-linear equation has to be solved at run-time us-
ing e.g. Newton-Raphson iteration, which then often dominates the
computational requirements.

As an alternative to fully-implicit numerical methods, in [9,
10], Ducceschi et al. have introduced a family of non-iterative dis-
cretization schemes for ODEs. These can significantly reduce the
computational load, albeit at the cost of reduced stability guaran-
tees and larger (non-asymptotic) error. However, in their presenta-
tion, they make several assumptions regarding the structure of the
ODE, limiting the generality of these schemes. Here, we show that
for the second-order accurate variant in particular, the method is
applicable to general ODEs.

In the following, x(¢) denotes the state of a system governed by
an ODE and 4 (¢) its derivative with respect to time. When obvious
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from the context, we drop the argument ¢. We seek an approxima-
tion Z(n) ~ x(nT) where T is the sampling interval. For given
signals like an input u(t), we likewise denote its samples as e.g.
u(n) = u(nT).

~
~

2. RECAP OF THE NON-ITERATIVE METHOD

We start with a recap of the main take-aways of [9, 10]. Consider
a scalar ODE

T+ flz)=u (1)
where f(0) = 0, so that we can rewrite as
T+gx)-z=u 2)

by letting g(x) =
atz = 0 where f’
scheme is then given

f(z)/x (with continuous extension g(0) = f(0)
= %). For the zero-input case, the non-iterative
by

op(#(n))- 2 (E(n+1)—3(n)) + (2 (m) - & (1) +3(m)) = 0
3)
where
v
op(E(n)) =Y TP¢,(&(n)) 4

p=0
and appropriate choice of ¢, leads to a method of accuracy order
P + 1. In particular, one finds {,(Z(n)) = 1 and

o 1 /A o
GEm) = 5 - (£ Em) - g@m) ).
To give the non-iterative scheme, (3) is solved as

2
op(in) - ToEm) | 1-n(n)
op(Z(n)) + Lg9(Z(n)) 1+ k(n)

(&)

F(n+1) =

-Z(n) (6)
with ( ( ))
~ Tg(@(n

wln) = QUP(E(”)).
For non-zero input, (3) is extended to

)

(Z(n+1)+2z(n))

N =

0 p(#(0) -2 (E(n+1) () +9(3 ()
_ %@(n +1)+am) ®)

which likewise can be solved to

op(@(n) — Zg(i(n))
op(@(n)) + Lg(#(n))

J’_

8

Fn+1)=

(n

~
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The ODE (1) is zero-stable (i.e. « converges to zero for u = 0)
if sgn(z) = sgn (f(x)), ie. g(x) > 0 for z # 0. Considering (6),
the discretized system is stable if £(n) > 0, which for g(z) > 0
requires o p(x) > 0, which in turn is certainly the case if all {,(x)
are non-negative. For P = 1 in particular, a sufficient condition
for stability is thus given by f’(z) > g(z) > 0.

For the vector case, consider an ODE like (1) with

f(z) = Bz + Fq(n(x))

where 7(2) = FTz + ¢ where c is a time-dependent input func-

tion and ¢(n) = (q1(m)
linear function. Then

10)

T, .
gn(ny))” is an element-wise non-

g(z) = B+ FD(z)F" (1)
is used in (3) where D(z) = diag(g;(n;)/n;) with n(Z(n))
FTE(n)+ 3(c(n+1)+¢(n)) and f* becomes the Jacobian. How-
ever, the fact that ¢ is restricted to an element-wise function (i.e. a
collection of scalar functions) can be a severe restriction. Generally
applicable practical conditions for stability have not been found, but
benign behavior has been observed in practice.

3. REVISITING THE SECOND-ORDER CASE

‘We now only consider an accuracy order of 2, we thus need P = 1,
ie.

01 (@) =14 3 (£/(G0) —g(Gm). (12)

We again consider an ODE in the form of (1), but vector-valued and
assume g(z)x = f(x), where matrix g(x) is not uniquely defined.
Focusing on the zero-input case first, we rewrite (3) as

+59(@m)) 0+ 1)

<‘71 (@(n))

2
— (@) — 9@ ) 3w (13)
and substitute o, to obtain
(1+ 5 Go) a3+ 1)
_ (1 + g F(#(n)) - Tg(:z(n))> Fn). (14)
We can now exploit g(z)z = f(z) to rewrite to
(1 4 gf’(i(m)) F(n+1)
_ (1 4 gf’(:i’(n))> #n)— Tf(E(m). (5
and solve as
B+ 1) =30 — (14 37@0)) THE@). (6

We have thus obtained a non-iterative scheme without explicit ap-
pearance of g, which even lets us treat cases where f(0) # 0. It re-
mains to be verified that the scheme is second-order accurate even
then. In particular, we will assume stability for the moment and
show that if (n) = z(t) fort = nT, thenx(t+T) —2Z(n+1) =
o(T3).
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For sufficiently small 7, we may utilize the geometric series

2 (-Er@o) = (1+ ZrGan)” an
so that
1) = 30) ~ (i (—Qf’@(n)))i) 71(3)

Comparing with the Taylor series expansion

z(t+T) =)+ Te(t) + %Qi(t) +0(T3)

2
w(t) — T (1)) + - (a(0) f(a(0)) + O(T?)
19

it is obvious that the method is second-order accurate.

Regarding stability, first note that if f(0) # 0, the ODE itself
does not converge to zero. Instead, assume that the ODE converges
to some z, then in the scalar case, f(z) = 0 and sgn(z — )
sgn (f(z)) hold and it is easily verified that 0 < % < f(z)is
a sufficient condition for stability of the discretized system. Unfor-
tunately, a practical stability condition for the vector case remains
elusive.

3.1. Including an input signal

Now consider a vector-valued ODE of the form

T+ flz,u) =0 (20)
where f is arbitrary and includes an input term u. (For simplicity,
we only consider a zero right-hand side, as a non-zero right-hand
side could easily be subsumed in f.) In the following, let J,, and J,,
denote the Jacobians of f with respect to x and u, respectively. We
adapt (16) as

oy b T n - T
z(n+1):z(n)—(1+§J1) Tf (1)
where
1= #(3 ), (@ + 1) + () @2)
and likewise
Jr=J, (i‘(n), Han+1) + a<n))). 23)

We will show second-order accuracy similarly as before. By
following the same reasoning as above, we find

2
Fn+1)=2z(n)—-TfM+ T?J;‘f" +0(T3). (24

The Taylor series of (¢t + T") becomes a bit more complicated due
to the second (time-dependent) argument to f, which in addition we
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have to evaluate at 1 (u(t + T') + u(t)). To get there, first observe
that

= —f(x(), u(t))

( (1), %(u (t+T)+ult ))>
+ J, (z(t) ,%(u t+T)+u(t))) -
+O((ult+ 1) —u(t)”)
—f((t), (ult +T) +u(t)) )
+ o0, bl +T) + ()
+0(T?)

(u(t+T) —u(t))

1
2

F(a(t+T) +u(t))

(25)

asu(t+T)—u(t) = L(a(t+T)+u(t)) + O(T). Based on that,
we furthermore find

#(1) = 5 fla(t),u(0)

= —%f(x(t), T(ut+T)+ u(t))) +O(T)

= —J, <a:(t), Hu(t+T) + u(t)))x(t)

J, (w(t), Lu(t+T) + u(t))) (it +T) + a(t))

+O(T)

= J, (2(6), 3 (u(t + 1) +u(®) ) (2(0), (ult +T) +u(®)))
—J, (x( ), 2(u(t+T)+u(t))) - 2(a(t+T)+a(t))
+O(T).

(26)

Substituting these in the Taylor expansion of z(¢ + T') then yields

2(t+T) = x(t) + Ta(t) + T;:b(t) +0(T?)

2(t) = Tf(w(), § (ult +T) +u(t)))
(a0, b ult+ T) + u(v)

PaG
(2(0), H(ut+T) +u(t)))
+0(T3).

" 27

Comparison with (24) now shows that the method is indeed second-
order accurate.

4. CONNECTION TO THE IMPLICIT MIDPOINT
METHOD

The midpoint method is a commonly used implicit scheme which
when applied to (20) and approximating u((n+1)7) with § (a(n+
1) + a(n)) [11] gives

. _ 1
Z(n+1) = .3

#0)=Tf(5(#n+1)+2(n)), 3 (@n+1)+a(n)) ).

(28)
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Generally, no closed from solution for Z(n+ 1) is available and one
has to resort to numerical solution methods. In particular, we shall
consider Newton-Raphson iteration, which for this case is given by

Tip1 =
<I+ T (@ + 3, %(a(n+1)+a(n)))>71

: (x — () + Tf(3(F + 7)), 3 (a0 +1) +a(n)
(29)

Given an appropriate starting point Z,, z; will converge to the de-
sired solution Z(n + 1). A reasonable choice for the starting point
that is often used in practice is the solution from the previous time
step, i.e. Z, = x(n). With this choice, the first iteration becomes

-1

L1

:i(n)7(1+§=}z< (n), 3 (@(n+1) + a(n D))

-Tf(gz(n), Ham+1)+ a(n))) (30)

T —1
=Z(n) — (I + §J;‘) Tfm

with the definitions of (22) and (23). We see that if we termi-
nate the Newton-Raphson method after the first iteration and let
Z(n 4+ 1) = &, we recover (21). Thus, the non-iterative method
of accuracy order 2 can also be viewed as an approximation of the
implicit midpoint method with (very) early termination of the nu-
merical solver. Another way of looking at it is to consider (21) the
solution of the local linearization of (28) with respect to Z(n + 1)
at £(n), an approach that has similarly been used with good results
(but without theoretical analysis of its properties) for physical mod-
eling in [12]. It is remarkable that even with an exact solution, the
implicit midpoint method has accuracy order 2, so this approxima-
tion does not decrease the accuracy order (but it does impact the
non-asymptotic error as well as stability).

5. EXAMPLES

5.1. Lotka-Volterra equation

As a first example, we consider the Lotka-Volterra equation, since it
is one of the simplest ODEs that cannot be addressed with the non-
iterative scheme in its original formulation. Setting all coefficients
to unity, the Lotka-Volterra equation becomes

. (% zy - (zy — 1)) _ (0)
P+ flo) = (172) + (1'2 (I—=z)) —\0)" @D
The resulting state trajectories when starting at z(0) = (2 2)T

are shown in fig. 1. Discretization with the non-iterative method
gives convincing results for about T < 1/2. For larger T, the
discretized system suffers from instability. The reason is that the
continuous-time system itself becomes unstable for z; < 0, and
while the true solution can never change sign, the numerical solu-
tion can if 7'is too large, and will then diverge. Note, however, that
the same is true for the implicit midpoint method (and likely other
schemes), where the threshold on 7T'is not much larger.

Unfortunately, the ODE does not have a closed-form solution
to compare against for a quantitative evaluation. But it is easily
verified that [13]

V() =z;(t) — In (21 (t)) + z5(t) — In (z4(t)) = const  (32)
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Figure 1: Solutions to the Lotka-Volterra equation with x,(0) =
25(0) =2

holds, and we can compute the corresponding quantity V(n) for the
discretized states Z; (n) and Z,(n) and assess its time-variability.
This is done is fig. 2 for different sampling intervals 7, where for
the same starting point, the difference between V(n) and Vi =
V(t) &~ 2.614 is shown. One can nicely verify that the error scales
approximately with 72. The dotted line shows the same quantity
when employing the implicit midpoint rule (with a full Newton
solver). Obviously it performs quite similar and somewhat surpris-
ingly, even slightly worse. This underlines that the non-iterative
method is not just a crude approximation of the implicit midpoint
method, but a discretization method in its own right.

5.2. CMOS-based inverting amplifier

The second example we study is a single CMOS-based inverting
amplifier stage as found in the Red Llama [14], shown in fig. 3.
Assigning the states x; and x5, to the voltages across C; and C,,
respectively, and assuming the gate current to be zero, straight-
forward circuit analysis yields

. 0 1
(- (&) (3)uwn e
Lo RC, [on
Y=U—2T; — Xy (34)
where
ii(u, ) =ip(u— 2z, u —x; — 2y)
—ip(Vag —u+ay, Vg —u+ay +35) (35)

is the CMOS inverter output current, i.e. the combined current
through both MOSFET transistors, each of which is individually
modelled by

0 ifvgg < Vi
iD(Ugs7 'UDS) =<K - (’UGS — VT — %)UDS if Ups < Ugs — VT
$ - (vgs — V)2 otherwise.

(36)

A more complicated model with variable o and V7 like in [14]
could also be employed. But even with this simple model, the
non-linearity cannot be decomposed into a linear combination of
univariate functions, so the non-iterative method as originally pre-
sented is not applicable, while applying (21) is straight-forward af-
ter working out the required Jacobian.
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Figure 2: Deviation of V(n) from the correct Vs = 2.614 for
different sampling intervals T as obtained with the non-iterative
method (solid) and the implicit midpoint method (dotted)
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Figure 3: CMOS-based inverting amplifier stage

Setting C; = 33nF,C, = 100pF, R = 1MQ, o = 1mA/V?
and V; = 0.7V as taken from the Red Llama gives a small-signal
gain of approximately 45 dB at 1kHz and a pole above 36 kHz, so
the simulation may be expected to present numerical challenges.
For evaluation, the system is excited by a sinusoidal input v with
an amplitude of 1 V and a frequency of 1 kHz. And indeed, the out-
put produced by the non-iterative method shown in fig. 4 for differ-
ent oversampling factors M relative to the sampling rate 44.1 kHz
confirms that relatively high oversampling is required to obtain rea-
sonable output. But note that especially for M = 4 and M =
8, the observed artifacts follow a pattern: There are instants with
high errors followed by a phase of decaying oscillation around the
proper solution. In the light of section 4, this is caused by the first
Newton-Raphson iteration giving a bad result when the combina-
tion of old state and current input indicate operation in the linear
regime, where the circuit has high gain, but the true result already
being in the clipping region. The solution obtained by just a single
Newton-Raphson iteration then overshoots the correct value, and
the subsequent samples then converge towards the true solution.
Of course, any explicit scheme will suffer such overshoots when-
ever the non-linear part of the ODE undergoes sudden changes.
However, any subsequent lowpass filtering for downsampling (not
considered here) would reduce those overshoots and also attenuate
the Nyquist-rate oscillation following them.

Given that an oversampling rate of M/ = 16 appears to be nec-
essary to obtain acceptable results, one may wonder whether the
implicit midpoint rule with a full Newton solver at no or lower
oversampling would not be more efficient overall. The answer is
a potentially unsatisfactory “it depends.” To gain some insight, the
non-iterative method and the implicit midpoint method are com-
pared for different oversampling rates M in terms of root-mean-
square error (RMSE) and, for the implicit midpoint method, the
required number of Newton iterations in table 1. The same sinu-
soidal input is used as before and the RMSE is computed with re-
spect to a reference signal obtained with very high oversampling
(asincluded in fig. 4). The Newton iterations have been terminated
when the norm of the residual was below 1072, a value that is suf-
ficiently low to ensure that errors due to the discretization scheme
dominate in the output while not causing unduly many iterations.

It can be observed that the RMSE at low M is also relatively
high for the implicit midpoint point method. This is due to the
fact that, for this numerically challenging ODE, the implicit mid-
point method also tends to introduce high-frequency oscillations.
To compare the computational cost, we assume it is dominated
by computing the Jacobian and solving the linear system. Conse-
quently, multiplying M with the average number of required New-
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Figure 4: Simulation results obtained for sinusoidal input at vari-
ous oversampling factors M (relative to 44.1kHz). Reference ob-
tained with trapezoidal rule and high oversampling overlaid in
gray.
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Table 1: Comparison of non-iterative method and implicit midpoint
method in terms of root-mean-square error (RMSE) and (for the
latter) number of iterations of the Newton solver

non-iterative implicit midpoint

M RMSE RMSE max. #iters avg. # iters

1 35.507 1.218 12 4.013

4 2.143 0.534 11 2.991

8 0.346 0.109 10 1.829
12 0.080 0.036 9 1.470
16 0.044 0.018 9 1.283

ton iterations for the implicit midpoint method provides an estimate
of the oversampling factor at which the non-iterative method could
be operated at similar cost. For instance, the implicit midpoint
method for M = 8 has a computational cost comparable to the non-
iterative scheme at M = 14 or M = 15, as 8-1.829 = 14.632, but
its RMSE is even higher than the non-iterative scheme at M = 12.
Similarly, the implicit midpoint method at M/ = 12 has computa-
tional cost comparable to the non-iterative method at M/ = 17 and
has a slightly lower RMSE than the latter at M/ = 16. Overall, for
this ODE and this input signal, the two approaches exhibit similar
efficiency. The non-iterative method, however, has the added bene-
fit of a more even distribution of computational load over time and
a slightly simpler implementation.

6. CONCLUSION AND OUTLOOK

As shown in this paper, the non-iterative method of [9, 10] in the
second-order accurate variant can be generalized to be applicable to
arbitrary vector-valued ODEs. This makes it useable in many more
contexts. One aspect that needs further investigation is the question
of stability. Initial results indicate that, depending on the ODE,
the discretized system can be stable for arbitrary 7 or there can be
an upper limit on 7" for stability (assuming stability of the original
ODE). However, practical criteria for stability are still sought.

Another limitation is the restriction to explicit ODEs. If the
evaluation of f(z) itself requires numerical root-solving — which
is often the case in virtual analog modeling — the benefits of the
non-iterative method vanish, only possibly allowing to reduce the
dimensionality of the nonlinear problem. This is especially true
since implicit schemes like the implicit midpoint method or the
trapezoidal rule can be combined with implicit ODEs in such a way
that only a single implicit equation results. (This happens implic-
itly in methods that discretize individual elements, like wave digital
filters or the nodal DK method.) However, the second contribution
of this paper may show a path forward, namely the relationship be-
tween the non-iterative scheme and the midpoint method with early
termination of the Newton-Raphson iteration. It may well be pos-
sible that a similar approach is possible for the resulting equation
when the midpoint rule is applied to an implicit ODE. However,
the details are more involved and exploration of this idea is left to
future research.
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