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ABSTRACT

Aliasing is an inherent problem in nonlinear digital audio process-
ing which results in undesirable audible artefacts. Antiderivative
antialiasing has proved to be an effective approach to mitigate
aliasing distortion, and is based on continuous-time convolution
of a linearly interpolated distorted signal with antialiasing filter
kernels. However, the performance of this method is determined
by the properties of interpolation filter. In this work, cubic inter-
polation kernels for antiderivative antialiasing are considered. For
memoryless nonlinearities, aliasing reduction is improved employ-
ing cubic interpolation. For stateful systems, numerical simulation
and stability analysis with respect to different interpolation kernels
remain in favour of linear interpolation.

1. INTRODUCTION

Many systems of interest in virtual analog modelling, such as over-
drive pedals, tube amplifiers, ladder filters, etc., include nonlinear
components that produce harmonic distortion. Their simulation in
discrete time at a standard sampling rate such as 44.1 kHz often
leads to undesirable aliasing due to the bandwidth expansion of a
signal beyond the Nyquist limit. The audibility of aliasing arte-
facts depends on the spectral content of the input signal and the
nonlinearity itself.

The most common way of dealing with aliasing is oversam-
pling: the desired system is simulated at a higher sampling rate
and a digital low-pass filter is employed in series to remove fre-
quency components above the Nyquist limit before returning to
the original sampling rate. While oversampling has proved to be
effective [1], the computational load can rise significantly since it
is proportional to the oversampling factor [2].

For memoryless nonlinearities, an alternative approach has be-
en proposed called antiderivative antialiasing (AA) [3]. In this ap-
proach, linear interpolation is employed to construct a continuous-
time signal, and then applying a nonlinear function and a finite im-
pulse response (FIR) low-pass filter in a continuous-time domain.
Since there is a linear relationship between time and signal ampli-
tude, it is possible to formulate an analytical discrete-time solution
in terms of antiderivative of the nonlinear function by integrating
out the continuous-time variable. AA has proved to be more ef-
ficient than oversampling and can be generalised to higher orders
[2]. This method was extended to include arbitrary order infinite
impulse response (IIR) filters [4], thus improving capabilities of
continuous-time antialiasing filters. The original AA method and
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its extension to IIR filters will be referred to as AA-FIR and AA-
IIR, respectively. The AA structure is summarised in fig. 1.
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low-pass filter Sampling

Figure 1: AA for a memoryless nonlinearity f(·).

For stateful systems, the AA-FIR method was applied [5, 6]
and showed significant improvements without increasing the com-
putational cost for state-space models with a scalar nonlinearity
[7]. Since the FIR filters employed are linear phase and introduce
constant delay for all frequencies, this delay can be compensated
for by designing a stateful system at a reduced sampling rate to
avoid instability. In contrast, IIR filters are known to have a nonlin-
ear phase response, and thus a frequency compensation approach
was proposed to employ the AA-IIR method inside a stateful sys-
tem [8]. It adds a digital compensation filter in series for each
antialiased nonlinearity to compensate for the phase distortion and
frequency-dependent effects introduced by the AA-IIR method.

All currently proposed AA methods use linear interpolation to
construct a continuous-time signal. However, it has been shown
that for higher order low-pass filters the AA-IIR method attains
the upper performance bound imposed by linear interpolation [4].
This suggests that aliasing reduction can be improved if better in-
terpolation kernels, in terms of better attenuation in the stopband,
are used to construct a continuous-time signal. More crucially, the
stability of the extension of the AA-IIR method to stateful systems
depends both on interpolation and antialiasing filters. The initial
study of this extension [8] concluded that only first order low-pass
filters can be used in combination with linear interpolation, which
poses a severe limitation on the AA-IIR method. In this work,
we consider the use of cubic interpolation kernels for the AA-IIR
method, and investigate through numerical simulation how this af-
fects aliasing reduction and stability conditions of the method.

The paper is organised as follows. Cubic interpolation kernels
are defined in Section 2, and the AA-IIR method for memoryless
and stateful systems is summarised in Section 3. In Section 4,
stability conditions for the digital compensation filter are studied,
expanding the work by La Pastina et al. [8]. Section 5 is devoted
to the implementation of cubic AA-IIR and its evaluation against
oversampling and linear AA-IIR for several test systems.

2. CUBIC INTERPOLATION

Consider a sequence of samples x[n] which originates from uni-
form sampling of a signal x(t) at times t = nT, n ∈ N. For
simplicity, the unit sampling interval T = 1 is assumed without
loss of generality.
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sinc(t) Linear Cubic spline (Petrinović), L = 6 Cubic spline (Meinsma et al.), L = 1

−3 −2 −1 0 1 2 3

0

0.5

1

Normalised time

A
m

pl
itu

de

(a) Interpolation kernels φint(·).

0 1 2 3 4
−80

−60

−40

−20

0

Normalised frequency

M
ag

ni
tu

de
[d

B
]

(b) Spectrum of interpolation kernels.

Figure 2: Piecewise polynomial interpolation.

An interpolated value x̃(t) at some time t can be expressed as
a sample-weighted sum of integer shifts of an interpolation kernel
φint(·):

x̃(t) =
∑
n∈Z

x[n]φint(t− n), (1)

where φint(0) = 1 and φint(n) = 0, ∀n ∈ Z, n ̸= 0. For a
piecewise polynomial kernel of degree d, we can rewrite (1) as:

x̃(t)|t∈[n,n+1] =
d∑

i=0

ci[n](t− n)i =: Pn(t− n),

where ci[n] are coefficients of an interpolating polynomial Pn(·).
To allow for an extended choice of kernels, the interpolation

process can be decomposed into two stages [9] and represented by
a filtering procedure in z-domain in fig. 3 [10]. Firstly, interpola-
tion coefficients w[n] are obtained by applying a pre-filter with a
transfer function H(z) to the signal samples x[n]. Secondly, an
output filter G(z) is used to obtain polynomial coefficients c[n].

Pre-filter
H(z)

Output filter
G(z)

x[n] w[n] c[n]

Figure 3: General structure of piecewise polynomial interpolation.

Properties of an interpolation kernel φint(·) can be compared
to the ideal reconstruction kernel sinc(·). In particular, cubic spli-
nes represent an efficient way to approximate this ideal reconstruc-
tion [11]. Numerous approaches to construct splines with desired
smoothness properties are available in the literature [12, 13]. How-
ever, they are non-causal interpolators, and for real-time audio pro-
cessing this issue needs to be addressed. For memoryless nonlin-
earities, some processing latency is acceptable, thus allowing in-
terpolation filters with a finite look-ahead of future signal samples.
For stateful systems, only strictly causal interpolation algorithms
can be considered due to the embedded feedback loops.

2.1. Causal Spline Formulation by Petrinović

The non-causal cubic spline pre-filter can be represented in the
following cascade implementation [13]:

Hnc(z) =
1

z + 4 + z−1
=

−γ

1− γz−1︸ ︷︷ ︸
H+(z)

1

1− γz︸ ︷︷ ︸
H−(z)

,

where γ =
√
3 − 2. One way to address the causality issue is to

truncate the anti-causal part H−(z) of the cubic spline pre-filter,
thus allowing a finite look-ahead of LH ≥ 1 samples:

Hcas(z) = H+(z)

(
1 +

LH∑
k=1

γkzk
)
.

Causal spline formulations that arise from truncation of the pre-
filter Hnc(z) were explored by Petrinović [10, 11]. It was shown
that the cascade implementation Hcas(z), combined with an out-
put filter G(z) based on de Boor’s matrix representation of spline
[12], compared favourably in terms of computational cost and per-
formance to other formulations. The closed-form solution is ex-
pressed as:

H(z) =

Hcas(z)

1

 ,

G(z) =


0 1

3(z − z−1) 0
−3(z2 + 2z − 1− 2z−1) 3(z − 1)
3(z2 + z − 1− z−1) −2(z − 1)

 . (2)

As seen from (2), the output filter G(z) has a fixed look-ahead
LG = 2. The overall look-ahead for the outlined causal spline for-
mulation is L = LH + LG ≥ 3. Thus, this formulation is only
suitable for memoryless nonlinearities. For a common oversam-
pling factor M = 8, the look-ahead of L = 6 would be enough
to achieve approximately the same interpolation accuracy as the
non-causal cubic spline [10].

2.2. Causal Spline Formulation by Meinsma et al.

In the works by Meinsma et al. [14, 15] signal interpolation pro-
cess is explored from a system-theoretic point of view. Authors
pose a mean-square optimisation problem on the combined sam-
pling and reconstruction system with a causality constraint. For
uniform sampling, an optimal closed-form solution to the signal
reconstruction problem in terms of reconstruction error is derived
for an arbitrary look-ahead L, including L = 1 suitable for appli-
cation in stateful systems. In such a case, the closed-form solution
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is represented in the following way [16]:

H(z) =


4−

√
3 + 6γ

z−γ

3−
√
3 + 6γ

z−γ

−6γ (z−1)2

z−γ

0

 ,

G(z) =


1 −1 0 0

0 1 1

2
√
3

1

2
√

3

0 0 1
2

1
2

0 0 − 1
6

0

 .

However, for an equal look-ahead the Petrinović formulation
is more computationally efficient [16]. The comparison between
chosen cubic interpolation kernels is shown in fig. 2. All of the
cubic interpolation kernels compare favourably to linear interpola-
tion in both the passband and the stopband.

3. ANTIDERIVATIVE ANTIALIASING WITH INFINITE
IMPULSE RESPONSE FILTERS

3.1. Memoryless Nonlinearities

After constructing a continuous-time signal x̃(·), the AA-IIR
method solves a continuous-time convolution of the nonlinearly
processed signal f(x̃(·)) with an IIR low-pass filter kernel (see
fig. 1). In particular, the AA-IIR method utilises IIR filters with a
rational Laplace transfer function H(s) = F (s)

G(s)
, where F (s) and

G(s) are real-valued polynomials with degF ≤ degG [4]. Such
a function can be expanded using partial fraction decomposition:

H(s) = A0 +

p∑
k=1

mk∑
l=1

Akl

(s− αk)l
+

+

q∑
k=1

µk∑
l=1

(
Bkl

(s− βk)l
+

Bkl

(s− βk)
l

)
, (3)

where α1, . . . , αp are real poles with multiplicities m1, . . . ,mp

and β1, . . . , βq are complex poles with multiplicities µ1, . . . , µq .
Since the transfer function is assumed to be real-valued, each com-
plex pole βk has a complex conjugate pair βk.

The result of filtering a continuous-time signal f(x̃(·)) by an
IIR filter with the transfer function H(s) can be obtained by treat-
ing each summand in (3) separately and combining their outputs.

3.1.1. Distinct Pole

Suppose that H(s) has only a single distinct pole α ∈ R, α < 0,
meaning H(s) = A

s−α
, A ∈ R. The inverse Laplace transform of

H(s) takes the form h(t) = Aeαtϑ(t), where ϑ(t) is the Heavi-
side step function. For the AA-IIR output y[n] we get the follow-
ing recursive expression [8]:

y[n] =

n∫
0

f(x̃(t))h(n− t) dt =

= eαy[n− 1] +A

1∫
0

f(x̃(n− 1 + t))eα(1−t) dt. (4)

For linear interpolation, closed-form solutions to the convolution
integral in (4) are possible, but would depend on the nonlinear-
ity f(·), unlike in the AA-FIR method. For cubic interpolation
only numerical solutions are possible since the integral, except for
polynomial nonlinearity, would be nonelementary.

3.1.2. Repeated Pole

For a repeated pole, meaning a pole with multiplicity value larger
than one, the situation is more complex. Suppose that H(s) =

A
(s−α)r+1 , r ∈ N, α ∈ R, A ∈ R with α < 0. The inverse

Laplace transform of H(s) takes the form h(t) = A tr

r!
eαtϑ(t).

After applying the binomial expansion inside the convolution inte-
gral, we obtain the following AA-IIR expression [8]:

y[n] =
1

r!
ur[n], (5)

uk[n] = eα
k∑

l=0

(
k

l

)
ul[n− 1] +

+A

1∫
0

f(x̃(n− 1 + t))(1− t)keα(1−t) dt, (6)

k = 0, . . . , r,

where we refer to uk[n] as the states of the AA-IIR method.
For both distinct and repeated poles, each complex conjugate

pair of poles β, β ∈ C is treated like a real pole with twice the
residual value, and a real part of the AA-IIR output is taken. It is
possible to derive a purely real two-step update for y[n] [4], but
this would increase computational cost [16].

3.2. Stateful Systems

Any AA method introduces delay and frequency-dependent effects
due to the embedded filtering procedure. To implement the AA-
IIR method inside a stateful system, a digital compensation filter
is designed and added in series for each antialiased nonlinearity
to mitigate these effects and ensure stability of the simulation [8].
Consequently, this filter needs to be an inverse of transfer func-
tion Hlin(z) corresponding to linearisation of the AA-IIR method.
Even though the compensation filter is applied in the end, thus af-
fecting all spectral components including aliases, we expect that
the antialiasing filter would attenuate them enough beforehand.
The frequency compensation structure is presented in fig. 4.

AA-IIR H−1
lin (z)

x[n] y[n] ycomp[n]

Figure 4: Frequency compensation for the AA-IIR method.

The overall linearisation Hlin(z) of the AA-IIR method is
computed as a sum of linearisation transfer functions for each pole
of an IIR filter. To build up the compensation filter for any IIR
filter with a rational transfer function, we first need to derive lin-
earisation expressions for distinct and repeated poles.

3.2.1. Distinct Pole

Assume that f(·) is differentiable at 0 and f(0) = 0. For an
interpolating polynomial Pn−1(·) of degree d between samples
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x[n−1] and x[n], we get the following linearisation of the AA-IIR
output equation (4) for a distinct pole α ∈ R:

y[n]− eαy[n− 1] = A

1∫
0

f(Pn−1(t))e
α(1−t) dt ≈

≈ f ′(0)A

1∫
0

Pn−1(t)e
α(1−t) dt =

= f ′(0)
d∑

i=0

ci[n− 1]A

1∫
0

tieα(1−t) dt

︸ ︷︷ ︸
Si

.

Taking z-transform on both sides of the equation, we obtain:

Ŷ (z) = f ′(0)Hlin(z)X(z),

Hlin(z) =

d∑
i=0

z−1HCi(z)Si

1− eαz−1
, (7)

where HCi(z) =
∑

j Gij(z)Hj(z) is the combined transfer func-
tion of interpolation pre-filter and corresponding output filter for
each polynomial coefficient and Ŷ (z) is the z-transform of output
samples ŷ[n] obtained from linearisation.

3.2.2. Repeated Pole

For a repeated pole α ∈ R with multiplicity r+1, r > 0, lineari-
sation of the AA-IIR state update equation (6) is:

uk[n]− eα
k∑

l=0

(
k

l

)
ul[n− 1] ≈

f ′(0)
d∑

i=0

ci[n− 1]A

1∫
0

ti(1− t)keα(1−t) dt

︸ ︷︷ ︸
Sik

. (8)

Defining u[n] =
(
u0[n], . . . , ur[n]

)T
, Si =

(
Si0, . . . , Sir

)T
and a matrix M of binomial coefficients where Mij =

(
i
j

)
, i ≥ j

and Mij = 0, i < j, we can write the z-transform of the equation
(8) in the following way:

Û(z) = f ′(0)Hlin(z)X(z),

Hlin(z) =
(
I − eαMz−1)−1

(
d∑

i=0

z−1HCi(z)Si

)
,

where Û(z) is the z-transform of states û[n] obtained from lin-
earisation. Because only the last element of the vector Hlin(z)
corresponds to the AA-IIR output y[n] (5), all of the other ele-
ments can be discarded.

4. STABILITY ANALYSIS OF COMPENSATION FILTER

To apply the AA-IIR method inside a stateful system, we need
to understand which combinations of interpolation and antialias-
ing filters would result in a minimum-phase AA-IIR linearisation,

leading to a stable simulation. Here we summarise some theoreti-
cal results to the AA-IIR linearisation, and numerically investigate
stability of the compensation filter with regards to different inter-
polation and antialiasing filters.

4.1. Closed-Form Linearisation

The study by La Pastina et al. [8] derived closed-form linearised
expressions for the linear AA-IIR method for the cases of a single
distinct real pole, a single real pole with multiplicity of two and
a single pair of distinct complex conjugate poles. In the case of a
single distinct real pole it was analytically shown that linearisation
is minimum-phase for any pole value α < 0, while in other cases
analytical minimum-phase analysis was not possible.

In addition, this study demonstrated that when employing near-
est neighbour interpolation, restrictions on pole values in terms of
stability of the compensation filter are relaxed compared to lin-
ear interpolation. However, for any type of piecewise constant
interpolation the AA-IIR method results in a linear system with
respect to function values f(x[n]). The compensation filter be-
comes equal to the exact inverse of the AA-IIR method and out-
puts ycomp[n] = f(x[n]). This fact makes such interpolation of
no practical use.

For cubic interpolation, the strictly causal spline in the for-
mulation of Meinsma et al. is suitable for implementation inside a
stateful system. In this case the linearised transfer function for a
single distinct pole α ∈ R can be derived from (7) and takes the
following form:

Hlin(z) = A
b0 + b1z

−1 + b2z
−2

(1− eαz−1)(1− γz−1)
, (9)

b0 =
γ

α4

[
eα
(
6− 6α−

√
3α2)− 6 +

(
3 +

√
3
)
α2+

+
(
2 +

√
3
)
α3
]
,

b1 =
γ

α4

[
eα
(
−12 + 12α+ (

√
3− 3)α2−

− (
√
3 + 2)α3)+ 12− (

√
3 + 3)α2 + α3

]
,

b2 =
γ

α4

[
eα
(
6− 6α+ 3α2 − α3)− 6

]
,

where γ =
√
3 − 2. Zeros of the transfer function (9) can be

derived analytically, but there is no way of determining for which
pole values they are inside the unit circle.

4.2. Numerical Analysis

As we see from the results above, analytical minimum-phase anal-
ysis of the AA-IIR linearisation is limited. However, for fixed
interpolation and antialiasing filter models, we can numerically
check zeros of the AA-IIR linearisation while altering pole values
of the antialiasing filter to approximate the stability region of the
AA-IIR method. For completeness, numerical analysis was also
carried out for piecewise constant interpolation kernels.

4.2.1. Real Pole

Consider the transfer function H(s) = 1
(s−α)r+1 for a real pole

α < 0 with multiplicity r + 1, r ≥ 0. Results of numerical
simulation for different interpolation kernels and multiplicity val-
ues using a step 10−2 for pole values α ∈ [−15, 0] are shown in
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table 1. For all cases the maximum pole value αmax was found
so that we need to chose α < αmax to obtain a minimum-phase
linearisation.

As evident from the table, higher-order interpolation kernels
have more severe limitations on pole values α. For example, for
linear interpolation there are no limitations on a distinct pole value,
while for cubic interpolation we obtain αmax = −2.05 which
might be too restrictive for practical applications. With increasing
multiplicity r we also observe that the minimum-phase condition
becomes more strict.

Table 1: Upper bound αmax for real pole values α for AA-IIR with
different interpolation kernels.

Interpolation r = 0 r = 1 r = 2 r = 3
Next neighbour 0 0 −1.83 −3.16
Nearest neighbour 0 −3.01 −5.22 −7.29
Linear 0 −3.21 −5.54 −7.70
Cubic spline −2.05 −5.92 −9.38 −12.77

4.2.2. Filter Designs

For common IIR filter designs such as Butterworth and Cheby-
shev filters numerical simulation was carried out for normalised
cutoff values fc ∈ [0, 1] with a step 10−3 while fixing filter order
and other parameters if necessary. Please note that for normalised
sampling rate fs = 1 the Nyquist limit corresponds to 0.5, and we
should choose cutoff values around Nyquist to achieve sufficient
aliasing reduction. Stability analysis of first order filters is omitted
since it directly follows the case of a distinct real pole.

For the Butterworth filter of orders K = 2, 3, 4 we obtain a
minimum stable cutoff frequency fmin

c so that we need to select
fc ≥ fmin

c to satisfy stability of the compensation filter (see table
2). We observe that the only possibly practical combination is a
second-order filter with linear interpolation since the restriction
fmin
c = 0.507 is close to the Nyquist limit.

For Chebyshev type II filter design we have a stopband atten-
uation parameter Rs. It was discovered that the stability region
with decreasing Rs is no longer represented as a simply connected
interval, but rather several different intervals combined. Taking
linear interpolation as an example, for a second-order filter we get
stability regions in table 3. The observed restrictions on the cut-
off frequency are too harsh since we either are too far from the
Nyquist limit or have a zero of the filter below the Nyquist limit.
The latter would result in a sharp peak of the compensation fil-
ter for midrange frequencies which would amplify aliased compo-
nents. Similarly, the use of Chebyshev type I and elliptic filters is
not desired due to the passband ripple, since it would result in low
and midrange frequency boosts in the compensation filter.

Table 2: Lower bound fmin
c for cutoff frequency of Butterworth fil-

ter for AA-IIR with different interpolation kernels (dashes indicate
bounds larger than one).

Interpolation K = 2 K = 3 K = 4
Next neighbour 0 0.357 0.501
Nearest neighbour 0.487 0.698 0.878
Linear 0.507 0.712 0.88
Cubic spline 0.793 — —

Table 3: Stability regions for cutoff frequency of Chebyshev type
II filter with different values of stopband attenuation Rs for linear
AA-IIR.

Rs K = 2
30 dB [0.001, 0.391]
20 dB [0.001, 0.394]
10 dB [0.001, 0.408] ∪ [0.587, 1]

5. CASE STUDIES

5.1. Metrics

Performance of algorithms was assessed on input sine tones across
MIDI notes, ranging from the middle C note (261.63 Hz) to the top
of MIDI range (G#9, 13289.75 Hz). For the signal quality evalu-
ation signal-to-noise ratio (SNR) and noise-to-mask ratio (NMR)
were considered.

SNR is an energy ratio between desired and aliased compo-
nents in a signal. SNR is a widespread quality measure found in
many works devoted to AA [3, 7], but it does not generally cor-
relate to the perception of aliasing [1]. Compared to SNR, NMR
takes into account frequency-dependent sensitivity of hearing and
perceptual masking in the frequency domain. NMR is defined as
an energy ratio between aliased components and the simplified
masking threshold of desired components in a signal [17]. Since
algorithms are evaluated on stationary signals, temporal masking
is not considered. Signals with an NMR value below −10 dB are
deemed to have inaudible aliasing [1].

To evaluate both SNR and NMR, the bandlimited signal con-
taining only desired frequency components needs to be constructed.
A one second fragment of the distorted signal is windowed by a
Chebyshev window with 120 dB relative sidelobe attenuation [1].
Magnitude and phase values at integer multiples of fundamental
frequency are obtained from the spectrum to additively synthesise
the bandlimited signal. The aliased signal is constructed by sub-
traction of the bandlimited signal from the distorted signal.

5.2. Hard Clipper

The first case study is the hard clipping nonlinearity:

f(x) =

{
x, |x| ≤ 1;

sgn(x), |x| > 1.

Oversampling (OS) with a factor M = 8 is chosen as a base-
line algorithm. We utilise an 8th order Chebyshev type I filter for
decimation with passband ripple 0.05 dB and cutoff at 0.4fs as
in the original work on the AA-IIR method [4], where fs denotes
the base sampling rate. For comparison purposes, a continuous-
time antialiasing filter in the AA-IIR method is chosen to match
this decimation filter. Causal spline interpolation in the Petrinović
formulation (with a look-ahead L = 6) is chosen for the cubic in-
terpolation kernel. The input signal amplitude is set at 10, and the
base sampling rate is 44.1 kHz.

5.2.1. Numerical Integration

Firstly, we need to define a suitable numerical integration method
for cubic AA-IIR. For the integral approximation, e.g. in equation
(4), consider a quadrature formula with nodes ti and weights wi
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(b) NMR for OS and AA-IIR.

Figure 5: Hard clipper simulation.

over an unit interval [0, 1] which results in the following expres-
sion for the AA-IIR output y[n]:

y[n] ≈ eαy[n− 1] +
∑
i

Awie
α(1−ti)f(x̃(n− 1 + ti)),

where coefficients in front of nonlinear function values can be pre-
computed for each pole of the implemented antialiasing filter to
lower computational cost.

Since there are no assumptions that we can make about the
integrated expression, we can utilise the most general integration
approaches such as composite midpoint and composite trapezoidal
quadratures. The number of nodes in a composite quadrature scales
as an oversampling factor, thus we can use M = 8 nodes for a
fair comparison with oversampling. For the hard clipper, we con-
sider the composite midpoint quadrature with nodes ti = 2i−1

2M

and weights wi =
1
M

for i = 1, . . . ,M .

5.2.2. Comparison to Oversampling

The linear AA-IIR method can be solved analytically for the hard
clipper [4]. Because of this, linear AA-IIR significantly improves
NMR by around 20 dB for virtually all inputs below 2 kHz com-
pared to linear oversampling (see fig. 5b), but for the most part
both methods stay below the audibility threshold. For higher fre-
quencies, linear AA-IIR shows significant improvements in NMR
for individual inputs corresponding to the situations where the lar-
gest aliased components are grouped around main harmonics and
masked by them.

Compared with linear AA-IIR, cubic AA-IIR shows signifi-
cant improvements in SNR up to 16 dB after 2.5 kHz (see fig. 5a).
Dips in SNR for cubic AA-IIR (e.g. 7458 Hz) correspond to situ-
ations when a harmonic falls slightly over the Nyquist limit where
the cubic interpolation kernel provides insufficient attenuation (see
fig. 2b) thus creating a large aliased component. For lower fre-
quencies, linear AA-IIR still has lower NMR values as numeri-
cal approximation in cubic AA-IIR counteracts the improved stop-
band attenuation of cubic interpolation. However, cubic AA-IIR
also remains below the audibility threshold.

In addition, we see that the performance of cubic AA-IIR and
cubic oversampling is virtually identical. This is significant, be-
cause the cubic AA-IIR method is more computationally efficient
for oversampling factors M ≥ 3 and a chosen antialiasing fil-
ter order K = 8 (see fig. 6) in terms of floating point operations

(additions and multiplications combined). Moreover, for oversam-
pling factors M ≥ 6 cubic AA-IIR is more efficient than linear
oversampling. For linear AA-IIR, operation count is dependant on
a chosen approximation of the exponential function and the input
signal, but on average it is cheaper compared to other methods [4].

It was also noted that IIR filtering though midpoint approxi-
mation of continuous-time convolution in AA-IIR requires fewer
floating point operations compared with digital IIR filter in over-
sampling when M ≥ 3 is chosen:

∀K ∈ N;M ∈ N,M ≥ 3 :

(4M + 7)⌊K
2
⌋+ 2(M + 1)K[2]− 1︸ ︷︷ ︸

Operation count for midpoint approx.
of continuous-time convolution

< (3K + ⌈K+1
2

⌉)M︸ ︷︷ ︸
Operation count for

digital IIR

,

where K[2] := K mod 2, ⌊·⌋ and ⌈·⌉ are floor and ceiling func-
tions, respectively.
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Figure 6: Operation count for OS and AA-IIR (with composite mid-
point integration) for an antialiasing filter order K = 8.

5.3. Diode Clipper

For a stateful system, we first consider the diode clipper circuit (see
fig. 8) which is a common test problem for antialiasing methods
[5, 7, 8]. This circuit includes diodes as nonlinear elements, and
can be fully described by the following differential equation [7]:

dv

dt
=

1

C

[
u− v

R
− 2Is sinh

( v

NiVt

)]
, (10)
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500 1k 2k 5k 10k
4

6

8

10

12

Frequency [Hz]
A

vg
.n

um
be

ro
fi

te
ra

tio
ns

(b) Newton-Raphson iterations.

0.1 0.2 0.3 0.4 0.5
0

10

20

30

40

Normalised frequency

M
ag

ni
tu

de
[d

B
]

(c) Compensation filters for AA-IIR.

Figure 7: Diode clipper simulation.

where u and v are input and output voltage, respectively, and com-
ponent values are the resistance R = 1 kΩ, capacitance C = 33
nF, saturation current Is = 2.52 nA, thermal voltage Vt = 25.83
mV and diode ideality factor Ni = 1.752.

In contrast with the study by La Pastina et al. [8], we apply
the AA-IIR method with compensation filter directly to the em-
bedded nonlinearity sinh(·). For linear interpolation, an analyt-
ical solution to the AA-IIR method is available, while for cubic
interpolation, the composite trapezoidal quadrature with M = 8
nodes is used. We discretise (10) with the trapezoidal rule, making
use of the antialiased nonlinearity samples. The damped Newton-
Raphson method is applied to the resulting circuit discretisation
with 10−12 and 10−14 relative and absolute tolerance, respec-
tively, 50 maximum iterations and 5 maximum subiterations. The
input signal amplitude is set at 10 V, and the base sampling rate is
44.1 kHz.

Based on the stability analysis in Section 4.2.2, it is possi-
ble to employ a second-order Butterworth filter for linear AA-IIR.
However, due to the high frequency peak in the compensation fil-
ter reaching 33.31 dB, the linear AA-IIR method has significantly
worse antialiasing performance compared with the trivial imple-
mentation at the base sampling rate, with NMR rising by 7.8 dB at
an input frequency of 987.77 Hz (see table 4).

Table 4: SNR and NMR for linear AA-IIR with a second-order
Butterworth filter (fc = 0.52) on 10 V, 987.77 Hz input.

Method SNR NMR
Trivial 40.62 14.88
Linear AA-IIR 38.70 22.68

This leaves us with a first-order Butterworth filter for linear
and cubic AA-IIR. Chosen normalised cutoffs are fc = 0.125 as
in [8] and fc = 0.33 which is a minimum possible cutoff for cubic
interpolation. It should be noted that numerical integration relaxes
cutoff restriction for cubic interpolation by an insignificant margin.

Compared to the trivial implementation, linear AA-IIR im-
proves SNR by 2–5 dB (see fig. 7a). The filter with lower cutoff
fc = 0.125 is preferable. Cubic interpolation is inferior to linear
interpolation with the same antialiasing filter. Similarly to the case
of a second-order Butterworth filter, this is due to the large peak in
the compensation filter compared to formulations employing linear
interpolation (see fig. 7c). Overall, the AA-IIR method shows in-

comparable performance to oversampling by 2, which can improve
SNR by up to 20 dB across the whole frequency spectrum [7, 16].

The peak of the compensation filter also correlates to the av-
erage number of iterations required in order to solve the nonlinear
equation using the Newton-Raphson method. In fig. 7b we see
that cubic AA-IIR requires the most iterations by a large margin,
followed by linear AA-IIR with fc = 0.125 which has a higher
compensation peak than for fc = 0.33. All of the AA-IIR meth-
ods generally require more iterations than trivial implementation.
This correlation is due to the larger high frequency ripples in the
waveform imposed by the compensation filter.

u

1 kΩ

33 nF v

Figure 8: Circuit diagram of the modelled diode clipper.

5.4. Tube Screamer

For a further evaluation, we consider the clipping stage of the Tube
Screamer overdrive pedal. Once again, clipping is achieved by
diodes embedded in the system, but in an asymmetric arrangement.
For full circuit diagrams, component values and state-space model
the reader can refer to [7].

Due to the more prominent distortion compared with the diode
clipper, we employ coupling of linear AA-IIR with oversampling
by 2. Cubic AA-IIR is not considered due to its inferior perfor-
mance. The trapezoidal rule is used for discretisation in combina-
tion with the capped Newton-Raphson method [18]. The input sig-
nal amplitude is set at 1 V, and the base sampling rate is 44.1 kHz.

In the spectrum plot for linear AA-IIR (see fig. 9b) we see
that smaller aliased components, which correspond to frequen-
cies far beyond the Nyquist limit, are attenuated significantly com-
pared with plain oversampling (see fig. 9a). Nonetheless, the main
aliased components around −60 dB in magnitude stay on the same
level or are even amplified. Because of that, metrics do not change
significantly and there is no perceptual difference between algo-
rithms when tested on a sine sweep input signal.
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SNR = 43.64 dB, NMR = 14.48 dB

(a) Linear; OS ×2.
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SNR = 45.04 dB, NMR = 13.78 dB

(b) Linear; OS ×2; AA-IIR, fc = 0.33.

Figure 9: Tube Screamer output spectrum for input at 1 V and 987.77 Hz (crosses indicate desired components).

6. CONCLUSIONS

This paper has considered the application of cubic interpolation
methods for antiderivative antialiasing in memoryless nonlineari-
ties and stateful systems. MATLAB implementations of linear and
cubic AA-IIR in hard clipper and diode clipper are available in the
accompanying GitHub repository1.

For memoryless nonlinearities, cubic interpolation showed im-
provements in aliasing reduction compared to linear interpolation
for input signals with frequencies higher than 2.5 kHz. Implemen-
tation of cubic interpolation in AA-IIR formulation is preferable to
oversampling due to the reduction in the floating point operation
count, while preserving identical aliasing reduction. Further work
is required to perceptually evaluate these improvements.

For stateful systems, application of interpolation kernels other
than linear interpolation did not result in practically useful algo-
rithms. Cubic interpolation imposes more severe restrictions on the
antialiasing filter in order to maintain stability of the compensation
filter compared with linear interpolation. Because of this, linear
interpolation with a first order filter remains the only reasonable
choice for the AA-IIR method. For considered case studies this
combination showed insignificant improvements in aliasing reduc-
tion.
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