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ABSTRACT

Spatial auditory acuity is contingent on the quality of spatial
cues presented during listening. Electroencephalography (EEG)
shows promise for finding neural markers of such acuity present in
recorded neural activity, potentially mitigating common challenges
with behavioural assessment (e.g., sound source localisation tasks).
This study presents findings from three preliminary experiments
which investigated neural response variations to auditory stimuli
under different spatial listening conditions: free-field (loudspeaker-
based), individual Head-Related Transfer-Functions (HRTF), and
non-individual HRTFs. Three participants, each participating in one
experiment, were exposed to auditory stimuli from various spatial
locations while neural activity was recorded via EEG. The resultant
neural responses underwent a decoding protocol to asses how decod-
ing accuracy varied between stimuli locations over time. Decoding
accuracy was highest for free-field auditory stimuli, with significant
but lower decoding accuracy between left and right hemisphere lo-
cations for individual and non-individual HRTF stimuli. A latency
in significant decoding accuracy was observed between listening
conditions for locations dominated by spectral cues. Furthermore,
findings suggest that decoding accuracy between free-field and
non-individual HRTF stimuli may reflect behavioural front-back
confusion rates.

1. INTRODUCTION

The ability to localise sounds in space is a fundamental aspect of
human auditory perception. This ability not only facilitates the
localisation of sound sources but also enables selective attention to
specific acoustic targets within complex acoustic scenes [1]. The
spatial cues for localisation are well established, with interaural
time (ITD) and level (ILD) differences being of primary importance
for horizontal lateralisation. Conversely, monaural spectral cues are
primarily used for localising elevated sources and discriminating
between locations that elicit similar interaural cues [2].
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These spatial cues are unique to each listener’s Head-Related
Transfer Function (HRTF), which represents the frequency-
dependent level and time differences of sound propagation at each
ear due to interactions with the listener’s head, torso and pinnae.
HRTFs are widely used to create virtual acoustic environments
for Virtual Reality (VR) [3], consumer audio [4] and hearing aid
technology [5]. However, generic HRTFs based on average mor-
phologies are often used, which - while effective for simulating
interaural cues - are inadequate for replicating spectral cues critical
for elevation perception and front-back resolution [7, 6]. Front-back
discrimination is also particularly problematic for hearing-impaired
listeners who use devices which bypass the majority of their HRTF’s
spectral cues [8].

Differences in spatial auditory perception between virtual
acoustic simulation methods are often evaluated using behavioural
measures. These measures rely on the listener’s ability to accu-
rately communicate their perception and are as such limited in
their efficacy [9]. Moreover, such evaluations have been found to
have rather low consistency and repeatability [10, 11], and more in
general exclude those unable to engage in traditional behavioural
tasks. Advances in noninvasive neuroimaging, particularly the use
of electroencephalography (EEG) and magnetoencephalography
(MEG), have allowed neural representations of spatial hearing to
be explored as alternatives to behavioural measures. The recent
integration of EEG into consumer devices like hearing aids [12] and
VR headsets [13] presents a particularly exciting opportunity for an
objective, non-invasive mechanism for measuring listeners’ spatial
hearing efficacy without their active involvement, thus mitigating
challenges with behavioural measures. Recent work in the field
has begun to investigate objective measures of spatial auditory per-
ception focusing on externalisation [14], immersion [15], presence
[16], and localisation [17].

While neuroimaging studies have investigated the human audi-
tory system variously under free-field [18, 19], and virtual acoustic
cue listening [20, 21], investigations into neural response differ-
ences between spatialisation methods are scarce. Palomiki et al.
[22] examined variations in the N1m response—an early neural re-
sponse component—to sound source localisation on the horizontal
plane using MEG. Their study assessed the impact of individual
HRTFs, non-individual HRTFs, and combinations of ILD and ITD,
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as well as isolated cues of each. They found that the amplitude
variations of the N1m response in the right hemisphere were most
pronounced for individual HRTFs and least for isolated ILD cues.
Additionally, the systematicity of these right-hemisphere amplitude
changes as the sound source moved from ipsilateral to contralateral
directions, was found to correlate with localisation accuracy. This
indicates that impoverished spatial cues lead to a less systematic
distribution of N1m response amplitudes across locations. Callan
et al. [23] identified weaker neural activity associated with in-
ternalised stereo listening compared to individual HRTFs using
functional magnetic resonance imaging (fMRI). Deng et al. [24]
also reported reduced neural activity correlating with the degree of
spatial cue impoverishment in a spatial attention paradigm. Here
spatialisation methods comprised individual HRTFs, individual
ILDs, and generic ITDs. Wisniewski et al. [9] focused on the
neural correlates of HRTF individualisation, finding that individual
HRTF listening elicited a greater neural response between 300 ms
to 500 ms after elevation changes were introduced compared to
non-individual HRTFs.

These findings collectively suggest substantial variations in
neural responses to varying degrees of spatial cue impoverishment.
Such studies use individual HRTFs as their least-impoverished
conditions, however, individual HRTFs do not always produce
perceptually identical behavioural correlates to free-field listen-
ing [25, 26]. This discrepancy suggests the presence of further
differences in neural responses to free-field and individual HRTF
listening. While animal studies have explored neural responses to
free-field versus virtual stimuli [27, 28, 29], comprehensive human
studies remain scarce. To the authors’ knowledge, only Getzmann
et al [30] and [31] include free-field listening in their investigation
of spatial cue impoverishment on cortical response to motion onset
and distance changes respectively. Both studies found an increase
cortical response latency between free-field and virtual listening.

Recently, methodologies for decoding the location of free-field
sound sources along the horizontal [18] and median planes [19]
have shown promise for evaluating spatial auditory perception.
These approaches record Auditory Evoked Potentials (AEP) — the
brain’s direct electrical response to auditory stimuli [32] — to var-
ious sound source locations using EEG, then leverage machine
learning models to discern between sound locations based on AEP
features. The approach of Bednar et. al. [18] was sensitive to the
type of spatial cue (spectral or interaural), with distinct decoding
accuracies and response latencies. Here, decoding accuracy (DA)
denotes the classification accuracy of the model in distinguishing
between sets of sound locations from AEPs. Bialas et al. [19]
demonstrated a preliminary link between DA and behavioural lo-
calisation performance, suggesting that those with decodable brain
responses also exhibited proficiency in sound localisation tasks.
This, alongside the above-mentioned findings from Palomiki et
al. [22] and Wisniewski et al. [9] that correlate specific neural
response components (N1m and P3, respectively) with horizontal
and median plane behavioural localisation accuracy, illustrates the
potential translation of neural markers into behavioural outcomes.

In summary, the aforementioned studies found that impover-
ished spatial cues elicit weaker neural activity and also highlight
the potential translation of neural responses to perception. The
challenge now is to determine the most effective and robust method
of interpreting neural responses for the assessment of spatial hear-
ing capabilities. In this paper, we favour a multivariate decoding
paradigm established in existing literature [18, 19] to investigate
how cortical responses to sound locations vary across different spa-
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tial listening conditions. This choice was informed by the increased
sensitivity of decoding approaches to differences in the neural
encoding of spatial auditory perception that might not become evi-
dent when analysing individual components of the neural response
[18]. We hypothesise that the degree of spatial cue impoverishment
directly influences the accuracy with which sound source locations
can be decoded from neural activity. Establishing such a correlation
would pave the way for the development of objective, EEG-based
localisation metrics, leveraging DA as a measure of efficacy. If such
an approach proves consistently effective and repeatable, it may
streamline the assessment of spatial hearing and audio rendering
techniques.

This paper outlines preliminary findings from three exploratory
experiments towards this goal. Given the lack of EEG studies
comparing static sound source localisation between free-field lis-
tening and virtual listening in humans, our first experiment seeks
to compare these conditions. Building upon Bednar et al.’s [18]
methodology for free-field decoding, and informed by literature
highlighting weaker neural activity with impoverished spatial cues
[24, 30, 22, 23], we investigate the feasibility of decoding sound
source locations from AEPs in the context of non-individual HRTF
listening. The second experiment extends this investigation to DA
variations between individual and non-individual HRTF stimuli.

Experiment three employs a modified paradigm from Bialas et
al. [19], aiming to improve decodability and achieve decoding be-
tween closer sound source locations for both non-individual HRTFs
and free-field listening than previously reported [18]. Additionally,
the relationship between behavioural front-back discrimination and
DA is explored, expanding indications from the free-field median
plane decoding study of Bialas et. al. [19] to horizontal plane
localisation using non-individual HRTFs.

2. APPARATUS

2.1. Electrophysiology

A single unique subject participated in each experiment. EEG was
measured using a BioSemi Active II 64-channel electrode system
operating at a sampling rate of 2048Hz. The apparatus adhered to
the international 10-20 placement system and was referenced to the
average of all electrodes. Data analysis was conducted using the
MNE library [33] and custom Python scripts. Data were band-pass
filtered between 0.1 to 40Hz, removing slow drifts and maximis-
ing signal-to-noise ratio following [14]. Eye movement artefacts
were identified using MNE’s find-eog-event module following [14].
Epochs were then extracted between —100 ms to 600 ms relative to
stimulus onset, based on triggers time-locked with the presentation
of auditory stimuli. Epochs containing eye-movement artefacts
were discarded alongside those where any electrode’s peak-to-peak
amplitude exceeded 200 uV following [30] or was below 1 uV. To
maintain event timing accuracy, data were resampled to 128 Hz after
epoch extraction. Baseline correction was applied by subtracting
the mean pre-stimulus signal value (—100 ms to 0 ms) from the
post-stimulus data.

2.2. Stimulus Delivery System

In all experiments, the participant was seated at the centre of a loud-
speaker array, 1.4m from each loudspeaker within a near-anechoic
chamber. Head height was adjusted and fixed using a custom chin
rest to align ear canals with the horizontal plane of the loudspeaker
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array. Auditory stimuli were delivered at 65 dB SPL. These stimuli,
generated in Python, were output through an Antelope Orion 32+
audio interface, with digital-to-analogue conversion at 48kHz. The
resulting analogue signals were transmitted either to an array of
Genelec 8010A loudspeakers or Audiotechnica ATH-ES0 insert
earphones for binaural stimuli. Binaural stimuli were synthesized
using HRTFs from the SONICOM database and were not head-
tracked to avoid potential interference with EEG electrodes [34].
In instances where specific loudspeaker locations did not align with
available HRTF data, the 3DTI toolkit [35] applied a barycentric
interpolation method among the nearest three HRIRs to generate
the required spatial locations. The participant utilised a number pad
for varying tasks specific to each experiment. Loudspeaker config-
urations, stimuli and HRTF specifications for each experiment are
detailed in their respective sections.

3. EXPERIMENT 1: DECODING WITH FREE-FIELD VS.
NON-INDIVIDUAL HRTF STIMULI

The variation in sound source location DA between free-field and
non-individual HRTF listening was investigated. As outlined in
Section 1, impoverished spatial cues elicit weaker neural activity,
and behavioural localisation accuracy under non-individual HRTF
listening is worse for spectral-cue-dominated locations. Accord-
ingly, the following hypotheses were made:

H, DA will be lower when decoding between non-individual
HRTF stimuli locations than free-field.

H> DA disparity will be larger when comparing DA between
spectral-cue dominated locations and interaural-cue dom-
inated locations for non-individual HRTF stimuli than for
free-field stimuli.

3.1. Experimental Paradigm

The paradigm comprised a single participant being exposed to
100 ms bursts of white noise, played from one of four azimuthal
locations: 0°, 108°, 180°, and 288°, hereafter referred to as Front
(F), Right (R), Back (B) and Left (L) respectively. These stim-
uli were presented with random offset-to-onset intervals between
750 ms to 950 ms to prevent any anticipatory cognitive processes
related to the timing of sound onset. For each location and spa-
tial condition, 125 stimuli were presented. The presentation was
structured into 20 blocks, with 10 binaural blocks preceding 10 free-
field stimuli. Participants were instructed via pre-recorded audio to
remove their headphones after completing all binaural blocks. The
KEMAR_GRAS_EarSim_LargeEars_Raw_48kHz HRTF set from
the SONICOM database [34] was used for HRTF processing.

In line with the methodology of Bednar et al. [18], an en-
gagement strategy was employed to maintain participant focus
throughout the session. This involved the integration of deviant
stimuli, characterised by the concurrent emission of sounds from
two distinct locations from the four possible locations. These were
presented via loudspeaker or rendered binaurally, depending on
the current stimuli block, and had a 10% chance of occurrence.
Participants were instructed to acknowledge these deviant stimuli
by pressing a key on the number pad as soon as they were perceived.
Data from these trials were excluded from the analysis.
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3.2. Analysis

A logistic regression classifier was employed following [19] to
investigate H1. The logistic regression model was implemented us-
ing the LogisticRegression function from the sklearn.linear_model
module [36]. The classifier was configured to predict between
pairwise sound locations based on AEPs observed within a 0 ms
to 600 ms time window post-stimulus onset. Data from all 64
electrodes were considered during this window, forming a feature
vector of 64 * 77 dimensions per trial. The minimum number of
AEPs remaining for any given location after pre-processing and
epoching was 105. Therefore, 105 randomly sampled AEPs from
each location were used ensuring balanced sets for classification.
The model was evaluated using 10-fold cross-validation to provide
a robust measure of performance, with stratified folds ensuring a
comparable learning problem in each fold.

Listening through headphones using a non-individual HRTF
can result in front-back confusion [7]. To this end, AEPs were
classified between F-B and L-R locations to investigate H>. Then,
to compare temporal variations of DA across location and spatial
condition, a decoder was trained for each time point from —100 ms
to 600 ms relative to stimulus onset. Specifically, for each time
point, a feature vector of length 64, comprising 1 sample from each
electrode, was constructed.

To assess the significance of the DA for both whole window
and individual time point decoding, a non-parametric permutation
test was conducted, by randomly permuting labels and training the
decoder 1000 times to establish a distribution of DAs under the
null hypothesis following [18]. The tails of this distribution were
then used to calculate significance thresholds. This test was im-
plemented using sklearn.model_selection.permutation_test_score
[36]. Our analysis differs from [18] in that we use single-trial
decoding as opposed to averaging trials. This was done since future
applications of assessing localisation efficacy from EEG demand
single-trial decoding to not introduce excessive latency between
data acquisition and decoding.

Table 1: Whole-window DA for free-field and non-individual HRTF
stimuli. Classification p-value in parentheses.

Decoding Accuracy

Location Free-Field KEMAR HRTF

FvsB 65.31% (0.017)  48.67% (0.590)

LvsR 78.02% (0.009)  70.02% (0.010)
3.3. Results

3.3.1. Whole-window decoding

Table 1 summarises the DA for decoding between F-B and L-R
locations for free-field and non-individual HRTF stimuli. Signif-
icant (p < 0.05) decoding was achieved for L-R and F-B loca-
tion pairs from AEPs elicited by free-field stimuli. Moreover,
a lower DA for F-B decoding (65.31%, p = 0.017) was ob-
served than for L-R (78.02%, p = 0.009). For the non-individual
HRTF stimuli, significant decoding was achieved between L-R
(70.02%, p = 0.01). However, decoding was not possible be-
tween F-B locations (48.67%, p = 0.59). Finally, the difference
in DA between L-R and F-B decoding was larger for free-field than
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non-individual HRTF decoding, with differences of 12.71% and
21.35% respectively.

3.3.2. Each time point decoding

Figure 1 shows the variation in DA over time for both spatial
conditions and location pairs. DA reaches significance earlier for
L-R decoding than for F-B for both free-field and non-individual
HRTF decoding. Specifically, for both non-individual HRTF and
free-field stimuli, L-R DA peaked at ~ 80 ms. However, for free-
field F-B decoding, clusters of significant decoding are observed
between ~ 100 ms to 380 ms in contrast to ~ 400 ms to 450 ms
for non-individual HRTF stimuli.

3.4. Discussion

Consistent with prior research [18], whole-window DA is signifi-
cantly above chance for both L-R and F-B locations in free-field
conditions, with L-R locations achieving higher DA than F-B lo-
cations. Furthermore, F-B locations exhibited a longer latency
until DA reached significance when compared to L-R locations,
supporting prior findings indicating later processing of spectral cues
in the cortex [20, 37]. DA was significant for non-individual HRTF
stimuli for L-R locations but lower than free-field decoding, in line
with H;. However, decoding was not possible for F-B locations.
Supporting Ho, there was a larger whole-window DA difference
between F-B and L-R locations for non-individual HRTF than for
free-field stimuli. This raises the question of whether the DA dis-
parity is indicative of increased behavioural front-back confusions.
Furthermore, the indication of latency differences between clusters
of significant decoding for free-field and non-individual HRTF
stimuli for F-B locations, but not for L-R decoding, is intriguing. A
possible explanation is that interaural cues are simulated sufficiently
by the non-individual HRTF stimuli to not induce cortical response
latency. However, spectral cues differ substantially from those
that the auditory system is accustomed to, thus causing process-
ing latency. These findings align with similar reports of cortical
response latency between real and virtual stimuli motion onset [30]
and distance changes [31].

4. EXPERIMENT 2: DECODING WITH FREE-FIELD,
INDIVIDUAL AND NON-INDIVIDUAL HRTF

In experiment 1, sound source location was decoded on a single-
trial basis between L-R locations — where interaural cues dominate
— from non-individual HRTF listening. The indication of larger
DA disparity for F-B than L-R locations between free-field and
HRTF conditions questions whether DA is reflecting monaural cue
efficacy. Thus, Experiment 2 aims to evaluate the DA of sound
source locations under individual HRTFs, non-individual HRTFs,
and free-field listening. Individual HRTFs simulate spatial cues
unique to the listener’s morphology with the largest behavioural
differences between individual and non-individual processing ob-
served between locations where spectral cues dominate. Thereby
we hypothesise:

H; DA will decrease from free-field to individual HRTF to non-
individual HRTF conditions.

H> DA disparity between spatial conditions will be larger for
F-B decoding.
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4.1. Method

The experimental method was identical to that of Experiment 1,
except for the addition of an individual HRTF condition. Individual
HRTFs for the participant, identified as PO006 in the SONICOM
database, were used [34]. 100 stimuli were played for each location
and spatial condition, divided into 10 blocks per spatial condi-
tion. The sequence of blocks began with non-individual HRTF
presentations, followed by individual HRTF, and concluded with
free-field conditions. The analysis procedures were identical to
those described in Experiment 1.

4.2. Results
4.2.1. Whole-window decoding

The results, summarised in Table 2, show a decrease in DA from
free-field (63%, p = 0.006), to individual HRTF (58%, p =
0.05), and then to non-individual HRTF (53.2%, p = 0.25) for
F-B decoding. Free-field and individual HRTF conditions achieve
significant DA, whereas decoding F-B locations from AEPs elicited
by non-individual HRTF stimuli was not successful. Conversely, all
spatial conditions achieved significant DA for L-R locations, with
the highest DA observed in free-field stimuli (71.1%, p = 0.001),
followed by individual (61.3%, p = 0.016) and non-individual
HRTFs (62%, p = 0.011).

4.2.2. Each time point decoding

DA over time varied across spatial conditions and location pairs,
as shown in Figure 2. For L-R decoding, significant decoding
clusters were identified between ~ 80 ms to 180 ms across all
conditions. For F-B decoding, significant DA was first achieved for
free-field stimuli at ~ 120 ms, with significant clusters observed
between ~ 120 ms to 180 ms. The temporal patterns of DA for
individual and non-individual HRTFs differ, with peaks occurring at
~ 300 ms and ~ 480 ms respectively. However, qualitatively, no
clusters of significant DA were observed for either HRTF condition
in F-B decoding with DA peaks disbursed throughout the response
time window.

Table 2: Whole-window DA for free-field, non-individual and indi-
vidual HRTF stimuli at 2 location pairs. Classification p-value in
parentheses.

Decoding Accuracy

Location Free-Field Indiv. HRTF KEMAR HRTF
FvsB 63% (0.006) 58% (0.050) 53.2% (0.250)
LvsR 71.1% (0.001) 61.3% (0.016) 62% (0.011)

4.3. Discussion

The findings corroborate Experiment 1 and related research [18],
indicating that DA reaches significance later for F-B than for L-R
decoding. Also in line with experiment 1, significant decoding
was not possible between F-B locations for non-individual HRTF
responses. The dispersal of DA peaks across multiple time points
for both HRTF conditions makes the interpretation of latency ef-
fects challenging since there seem to be no prominent clusters of
significant DA for either condition. Nonetheless, indicating support
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Figure 1: Exp. 1: Binary classification of F-B versus L-R locations for free-field (FF) and non-individual HRTF (KEMAR) stimuli. (A)
Temporal variation of F-B DA. (B) Temporal variation of L-R DA. Colour bars denote DA significance and horizontal lines show chance DA.

for H, whole-window F-B DA decreased from free-field to indi-
vidual HRTF and to non-individual HRTF listening. Supporting
H,, DA disparity was larger between F-B than L-R for individual
and non-individual HRTFs. However, in contrast to Ho, the DA dis-
parity was larger for L-R than for F-B between free-field and HRTF
conditions. Participant number prohibits definitive conclusions
regarding DA differences, however, these findings indicate that the
impoverishment of spectral cues between free-field, individual and
non-individual HRTFs may be reflected in the whole-window DA.

5. EXP. 3: BEHAVIOUR AND DECODING ACCURACY

Experiments 1 and 2 suggest differences in DA and DA latency
between spatial conditions, calling into question the extent to which
cortical response variations correlate with behavioural outcomes.
Thereby, experiment 3 investigates the relationship between DA
and front-back discrimination under free-field and non-individual
HRTF listening. Additionally decoding between smaller spatial
resolutions is tested. The following hypotheses are made:

H, Behavioural front-back confusion rate will be higher for
non-individual HRTF stimuli.

H> Higher front-back confusion rates will result in lower DA.

5.1. Method

Our experimental design builds upon the adapter-probe paradigm
introduced by Bialas et al. [19]. This approach utilises neural
adaptation [38], the reduction in neural activity resulting from
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repeated or continuous stimulation, to isolate the brain’s response
to changes in sound location. Specifically, a longer white noise
stimulus (the adapter) precedes a short white noise burst (the probe),
causing adaptation in sound-responsive neurons. In the instance of
adapter-to-probe change, the measured neural response is primarily
to changes in location rather than the overall sound onset.

In the the study of Bialas et al. [19], the adapter was played
from two free-standing loudspeakers close to the participants’ ears
resulting in an external probe and internalised adapter. Studies have
indicated cortical representations of externalisation [23]. Therefore,
in our adaptation, the delivery method of the adapter has been
modified to address potential confounds related to changes in exter-
nalisation. Specifically, our experiment employs all loudspeakers in
the dome for free-field conditions and uses corresponding HRTFs
for HRTF conditions, mitigating externalisation changes between
adapter and probe. Following [19], our adapter and probe are
1000 ms and 100 ms respectively.

The focus of Experiment 3 was to investigate the relationship
between DA and behavioural front-back discrimination. Probe
locations comprised two azimuthal locations symmetrical to the
interaural axis: 324° and 216°, hereafter referred to as Front-Left
(FL) and Back-Left (BL). A 100Hz tone played from the FL posi-
tion had a 50% chance of occurring after each trial and prompted
participants to indicate the perceived location of the last heard
probe. Responses were limited to two quadrants FL and BL, as-
sociated with two keys on a number pad held by the participants
throughout the experiment. = 150 iterations of each location
and spatial condition were presented. After pre-processing and
separating into epochs, AEPs were categorised into two groups:
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Figure 2: Exp. 2: Classification of F-B versus L-R locations for free-field (FF), individual and non-individual HRTF (KEMAR) stimuli. (A)
Temporal variation of F-B DA. (B) Temporal variation of L-R DA. Colour bars denote DA significance and horizontal lines show chance DA.

AEPs corresponding to correct behavioural localisation (Correct)
and all epochs, irrespective of behavioural response (All), for each
spatial condition and location. The minimum number of epochs
for any given location and spatial condition in the All and Correct
categories was 126 and 43 respectively. The decoding method was
identical to that of experiments 1 and 2.

5.2. Results

5.2.1. Behavioural
Table 3 summarises behavioural results. The participant confused
no locations for free-field listening, in contrast to 23% of trials for

non-individual HRTF listening. Specifically, 14%, were back-to-
front confusions and 9% were front-to-back confusions.

5.2.2. Decoding

When trained on All data, the DA for FL-BL was highest for the free-

5.3. Discussion

The lower number of confusions for free-field listening supports
H1, and lower front-to-back vs back-to-front confusions align with
previous studies [7]. Following a similar trend to Experiments 1 and
2, there is a latency in significant DA between non-individual HRTF
and free-field stimuli when decoding between locations where spec-
tral cues dominate. Furthermore, whole-window decoding indicates
a relationship between DA and front-back confusion errors. Specif-
ically, training the model with a subset of AEPs corresponding
to correct behavioural responses improved DA whereas, for free-
field stimuli, where no confusions were observed, the DA remains
similar across both datasets. These results show initial support for
H>, indicating a relationship between DA and F-B confusion rate.
This relationship corroborates with similar indications between
free-field median plane localisation and DA [19].

Table 3: Whole-window DA for free-field and non-individual HRTF
stimuli, alongside behavioural F-B confusion rates.

field condition at (63.1%, p = 0.001). In contrast, the DA for the
Non-Individual HRTF condition was not significant (52.9%, p =
0.3). However, when trained on Correct responses, significant DA
was achieved (62.1%, p = 0.04). From 3, it can be seen that
DA for free-field stimuli reaches significance earlier than for non-
individual HRTF stimuli, with clusters of significant DA observed
at ~ 100ms and ~ 345 ms respectively.

< 425

Free-field KEMAR HRTF
Confusions 0% 23%
Back-to-front 0% 14%
Front-to-back 0% 9%
DA All (p) 63.1% (0.001)  52.9% (0.300)
DA Correct (p) 62.2% (0.040)  62.1% (0.040)
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Figure 3: Exp. 3: Binary classification of FL-BL locations for free-field (FF) and non-individual HRTF (KEMAR) stimuli. Temporal
variation of DA for decoding using all AEPs. Colour bars denote DA significance and horizontal lines show chance DA.

6. DISCUSSION AND CONCLUSION

Three preliminary studies have been presented, investigating sound
source location decoding from AEPs in response to stimuli with
varying degrees of spatial cue impoverishment. Each experiment
comprised a single unique participant, thereby limiting statistical
power which prevented any quantitative assessment of DA differ-
ences. Nevertheless, significant decoding for HRTF stimuli was
shown, free-field decoding results corroborate previous research
and DA differences between conditions suggest new insights for
future, more extensive investigations.

Indications from Experiments 1 and 2 are in line with the
findings of Bednar et al. [18]. Specifically, significant sound
location decoding was achieved for free-field stimuli, and F-B
decoding exhibited later DA peaks relative to L-R. In our case, F-B
DA reached significance at ~ 120 ms which is slightly earlier than
Bednar et al.’s reported ~ 150 ms to 200 ms. However, a consistent
~ 40 ms delay in significant DA between F-B and L-R locations
was observed for Experiments 1 and 2, which was similar to their
findings. This discrepancy might be attributed to a difference of
+18° in the ‘Left’ and ‘Right’ positions between studies.

Additionally, these preliminary experiments suggest novel
findings, in that significant single-trial L-R decoding with non-
individual and individual HRTF stimuli was achieved, with indi-
cations of a DA disparity for F-B decoding. This disparity may
suggest spectral cue quality is reflected in brain response decodabil-
ity, aligning with the findings of Bialas et al. [19] linking DA with
free-field median plane localisation accuracy.

Experiment 3, adapting Bialas et al.’s approach [19], focused
on decoding between locations at lower spatial resolutions with
ambiguous interaural cues. Significant DA was achieved only with
AEPs of accurate behavioural localisation for non-individual HRTF
stimuli, suggesting front-back discrimination ability is reflected in
brain response decodability. Latency between clusters of signifi-
cant DA between non-individual HRTF and free-field stimuli was
also observed here. This supports indications from Experiments 1
and 2 that DA latency is observed between spatial conditions for
locations where spectral cues dominate, which may suggest cortical
processing delay.

While conclusions regarding DA variations are constrained,
collectively these studies provide preliminary results indicating
the potential of leveraging EEG to evaluate localisation accuracy
differences between virtual acoustic simulation methods. To build
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on these preliminary findings, future research should include larger
participant pools and evaluate model efficacy when trained on inter-
subject AEPs. Additionally, it would be interesting to explore
DA-behaviour relationships in hearing-impaired listeners given
their significantly different cortical responses to spatial cue pro-
cessing [39]. Such studies would determine the extent to which
neural response variations and their behavioural associations across
different spatialisation methods can be generalised. Establishing re-
peatable associations would be particularly promising for assessing
the efficacy of spatial hearing and spatial rendering methods.
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