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ABSTRACT

The noise can affect the listening experience in many real-life sit-
uations involving loudspeakers as a playback device. A solution to
reduce the effect of the noise is to employ headphones, but they can
be annoying and not allowed on some occasions. In this context,
a system for improving the audio perception and the intelligibil-
ity of sounds in a domestic noisy environment is introduced and a
real-time implementation is proposed. The system comprises three
main blocks: a noise estimation procedure based on an adaptive al-
gorithm, an auditory spectral masking algorithm that estimates the
music threshold capable of masking the noise source, and an FFT
equalizer that is used to apply the estimated level. It has been de-
veloped on an embedded DSP board considering one microphone
for the ambient noise analysis and two vibrating sound transduc-
ers for sound reproduction. Several experiments on simulated and
real-world scenarios have been realized to prove the effectiveness
of the proposed approach.

1. INTRODUCTION

Noise perception is becoming a huge problem in everyday life. Re-
cent studies performed during the covid 19 lockdown have demon-
strated how much noise surrounds our lives and how much we
no longer realize this aspect [1]. In [2], it is demonstrated how
construction noise in urban areas affects human health negatively.
Techniques for noise reduction can be applied to enhance the acous-
tic comfort of indoor environments [3] or inside vehicles [4, 5].
There are several types of noise: a general classification could be
between localized noises (e.g., noise perceived near the listener
and generated by rotational elements, such as engines and fans) or
diffuse noises (e.g., the noise generated by a source far from the
listener). Localized noise can be reduced with an active noise con-
trol (ANC) algorithm [6, 7] that can cancel the noise generating
the same signal in a specific position with a phase inversion. Usu-
ally, adaptive filters [8] are employed in ANC systems to adjust
the canceling process according to time variations of the acous-
tic noise [9, 10]. In particular, since the noise is well localized
two microphones are involved, i.e., a reference microphone that
captures the primary noise, and an error microphone that controls
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the canceling zone (feedforward ANC solution) [11, 12]. In the
case of diffuse noise, it is not possible to apply this kind of al-
gorithm since a reference microphone can not be positioned. A
feedback ANC structure that has only the error microphone can be
used [10, 13] but the cancellation performance is limited by fre-
quency range. So, in those cases where a sound source is present,
it is possible to modify the sound material in order to attenuate
the noise perception rather than noise cancellation. Typical exam-
ples can be a person who is listening to music while traffic noise
is present (external noise) or a person who is listening to music in
the living room while the extractor fan is active in the near kitchen
(internal noise). In these cases, it is possible to apply an auditory
masking effect to modify the sound reproduction thus decreasing
listener noise perception.

The auditory masking effect is deeply described in [14]. It is
defined as the psychoacoustic effect capable of overcoming and
thus masking a sound signal with another sound signal. The re-
ported example of Zwicker is about two persons who are speaking
with a low speech power in a quiet street. If during the conversa-
tion, a truck passes by, the generated noise overcomes the voices
and the conversation is altered. If the same speech power is main-
tained, the conversation can not be performed. To have a conver-
sation, it is necessary to increase the speech power intensity. Con-
sidering the same principle, it is possible to calculate a masking
threshold [15] to be applied to a masker signal (i.e., the masking
sound) and this threshold represents the levels under which a sig-
nal (called maskee) becomes inaudible because it is being masked
completely or partially [14]. The masking effect is often investi-
gated in the Bark bands, known as critical bands [16], evaluating
the masking threshold. In [17], models for the prediction of the
masking threshold for steady sounds can be found, while in [18]
time-varying sound signals are involved. However, these models
become ineffective when complex signals are involved.

The auditory masking effect has been mainly used in audio
codec implementation [16, 19, 20]. The idea is based on the ex-
ploitation of the masking effect to reduce the information that has
to be encoded. In [21, 22], the masking effect has been used for
signal decorrelation in stereo acoustic echo cancellation (AEC)
systems. It is based on the introduction of a masked noise in a spe-
cific frequency range in order to create a difference between the
stereo signals. Over the years, the idea of auditory masking has
been extended to the enhancement of headphone sound systems.
Indeed, in [23, 24], an adaptive equalizer based on auditory mask-
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Figure 1: Scheme of the proposed system.
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ing has been presented for headphone sound reproduction. This
method allows for the definition of an equalization curve derived
from the masking threshold. Recently, other perceptual equaliz-
ers based on auditory masking have been proposed in [25, 26, 27].
The technique presented in [25] is based on the system of [16] and
adapted to the multi-user case. The masking threshold calculation
of [25] is used in [26] to realize a perceptual active noise equalizer
tested with real-time experiments that simulate a car environment.
Finally, in [27], an improvement to the tonality metric calculation
is introduced to enhance the masking effect for complex sounds.

In this context, a real-time system implementation for improv-
ing the audio perception and the intelligibility of sounds in a do-
mestic noisy environment is proposed exploiting the principle of
auditory spectral masking. The system which comprises a noise
estimation block, a noise masking algorithm, and an equalizer, has
been developed on an embedded DSP board, considering one mi-
crophone for the ambient noise analysis and two vibrating sound
transducers for sound reproduction. The proposed implementation
has been evaluated through simulated tests and in real-world sce-
narios. Experimental results have confirmed the effectiveness of
the proposed approach.

The paper is organized as follows. Section 2 reports the overall
scheme of the implemented algorithm based on spectral masking
effect. Section 3 describes the implementation of the algorithm on
a DSP board. Section 4 shows simulated and real results while
Conclusions are drawn in Section 5.

2. ALGORITHMS DESCRIPTION

The scheme of the proposed system is shown in Fig. 1. The de-
tailed description of the involved algorithms is reported in the fol-
lowing.

2.1. Noise Estimation

The noise estimation is performed following the frequency-domain
adaptive filter of [28], where an acoustic echo canceller (AEC) is
implemented. In particular, the adaption is performed between the
microphone signal y(n), which comprises the ambient noise and
the equalized audio signal modified by the room environment, and
the original audio stereo signals x1(n) and z2(n) filtered by the
equalization curves, obtained, in the frequency domain, as follows:

Xe(k,n) = X1(k,n) x Eq (k) + X2(k,n) * Ep(k), (1)

where X (k,n) and X>(k, n) are the FFT of the nth frame of the
stereo input signals and Eq (k) and Eq (k) are the equalization
curves derived as it will be explained in Sec. 2.3.

The estimation of the ambient noise is obtained as the error of
the adaption algorithm defined as

e(n) = y(n) — d(n), @)

where &(n) is the estimated signal, computed as the inverse FFT
of the product between X.(k, n) and the adaptive filter W (k, n)
as

d(n) = IFFT{Xe(k, n) « Wk, n)}. 3)

The adaptive filter that estimates the room impulse response, is

calculated as

X (k,n) *x E(k,n)
e+ P(k,n)

W(k,n+1)=W(k,n)+2u 4)
where X/ (k,n) is the complex conjugate of X.(k,n), E(k,n) is
the error signal defined by the Eq. (2) in the frequency domain,
pu = 0.01 is the step size, and ¢ = 107'° is a small constant
to prevent the zero-division. P(k,n) is the power of the signal
computed as follows:

P(k,n+1) = aP(k,n) + (1 — o) | Xe(k,n)|*, ()

where oo = 0.9.

2.2. Noise Masking

The noise masking algorithm is mainly based on the approach pre-
sented in [23] with the introduction of some modifications. This
technique exploits the psychoacoustic masking phenomenon to an-
alyze the noise that must be suppressed. The masking thresh-
old, defined as the sound pressure level of the noise that must be
masked, is calculated by applying the following steps [16, 29]:

1. a windowing procedure is applied to the masker signal (i.e.,
the masking sound), calculating its short-time Fourier trans-
form (STFT);

2. the power spectrum of each frequency component is calcu-
lated;

3. the frequency scale is mapped into the Bark domain and the
energy of each critical band is computed;

4. amemoryless smoothing filter is applied to the noise signal;

5. a masking function is calculated depending on a spreading
function (SF);

6. the masking threshold is determined by a comparison with
the absolute threshold of hearing.

First, the STFT of the signal is computed by windowing each seg-
ment of the signal and calculating the DFT. In this way, the power
of the nth frame can be determined as

Q(k,n) = Re{ X (k,n)}* + Im{ X (k,n)}* = | X (k,n)|*, (©6)

where X (k, n) is the DFT of the nth signal frame and k represents
the frequency bin. Due to the nonlinear frequency resolution of the
human auditory system, the power spectrum Q(k, n) is converted
into the Bark frequency scale by grouping several bins as follows
[30]:
Kenigh (4)
B(i,n)= Y Qk,n), @)
k=kiow (L)

where Kiow (%) and Knigh (2) are the bin numbers of the lower and the

higher limit of the ith Bark band, respectively, with ¢ = 1, ..., 25.
Then, a spectral memoryless smoothing filter is applied to the
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Figure 2: Software interface with an example of equalization curve derived from auditory noise masking procedure.

noise signal, obtaining the smoothed Bark power spectrum By (¢, 1)
as follows [30]:

B (i,n) =
_Jmax {Lu, Ban(i,n — 1)Cinc } if B(i,n) > Bam(i,n — 1)
" ) max {Lm, B (i,n — 1)Cdec} else,

(8)
where the minimum noise level is L, = —120 dB, the incre-
ment coefficient is Ci,c = 6 dB/s, and the decrement coefficient is
Caec = —6 dB/s. The masking function is represented by C(i,n),

obtained from the convolution of the smoothed discrete Bark spec-
trum By (2, n) with the spreading matrix S(¢, m), as follows [30]:

25
C(%n) = Z Bsm(i,n)los(i’m)/lo7 (9)

m=1
where the spreading function S(i, m) is defined as

S(i,m) = 15.81 + 7.5((i — m) + 0.474)+

(10)
-~ 17.5\/1 + ((i —m) +0.474)*,

Figure 3: DSP board used for the real-time implementation.
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withs = 1,...,25 and m = 1, ..., 25. Therefore, S (i, m) is a ma-
trix with the dimension of 25 x 25. Finally, the masking threshold
T'(i,n) is calculated as follows [30]:

T(i,n) = \/maX{C(i,n), 10Tq(i)/10}, a1

where Ty(7) is the absolute threshold of hearing mapped into the
Bark scale, computed as

f -0 —OAG(—f —&3)2
[ =3.64 — — 6. TkHz
4(f) =3.6 <1k - 6.5e +

s )
1073 24— .
* ( 1kHz
The masking threshold defined in Eq. (11) is reported in the linear
frequency domain and is used to design the equalization function.

(12)

2.3. Equalizer

The equalizer is designed as an FFT-based equalizer [31], which
consists of the design of a target frequency response derived from
the masking threshold. The magnitude response of equalization
curve |Eq(k)| is obtained by mapping the masking threshold 7°(¢, n)
of each ith Bark band into the linear frequency domain as

‘Eq(k)| = T(i,n) for k= k‘]ow(i), ceey k‘high(i), (13)

with k = 0, ..., N/2, where N = 512 is the FFT length. Then,
a complex smoothing of the magnitude frequency response is per-
formed following the approach of [32]. The phase response of the
equalizer is computed as

LEqy(k) = ™. (14)

Finally, the stereo input signal is filtered by the equalization curve
and reproduced by the loudspeakers, as shown in Fig. 1.
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3. REAL-TIME IMPLEMENTATION

The implementation of the system described in the previous Sec-
tion has been accomplished through a DSP platform named LE-
A68PH (Figure 2 and 3). In particular, Figure 2 shows the soft-
ware interface dedicated to the masking noise application with an
example of an equalization curve and Figure 3 shows the hardware
of the DSP board used for the real-time implementation.

Going more in detail, this system is powered by the ADSP-
21489 SHARC DSP which is a processor in Analog Devices sin-
gle core SHARC family. It has a 256 Mbit SDRAM PC133 and 16
Mbit Serial FLASH and it is also capable of managing up to 6 bal-
anced/unbalanced audio inputs and up to 8 balanced/unbalanced
audio outputs. The LE-A68PH has been designed for maximum
flexibility and performance: 450 MHz DSP core speed, audio clock
frequency up to 96kHz, top class audio components, network con-
figuration utility, easy interface to any amplifier module.

4. EXPERIMENTAL RESULTS

The evaluation of the proposed implementation has been performed
by several tests both considering simulated signals and real-world
scenarios.

4.1. Simulated tests

After the implementation on the DSP board, a simulation has been
performed controlling the board with a PC and emulating a real
scenario. The functionalities of the system have been tested con-
sidering a sound track as masker sound and three noise signals to
be masked, i.e.,

¢ Pure tone at 500 Hz;
¢ White noise filtered between 1 kHz and 2 kHz;
¢ White noise filtered between 200 Hz and 1 kHz.

The experimental tests have been performed using a sampling rate
of 48 kHz. Figure 4, Figure 5, and Figure 6 show the obtained
results in terms of frequency response. Figure 4 shows the results
obtained with the pure tone at 500 Hz. The pure tone noise to
be masked is depicted by the green line, the music sound signal
used as masker is represented by the yellow line, and the equalized
sound is displayed by the blue line. It can be seen that the sound
signal is equalized by the algorithm in order to cover the undesired
noise. Figure 5 shows the performance of the system when the
white noise from 1 kHz to 2 kHz (green line) must be masked by
the sound signal (yellow line). Also in this case, the implemented
approach correctly equalizes the sound (blue line). Finally, similar
observations can be examined in Figure 6, where a white noise
from 200 Hz to 1 kHz (green line) is involved. The yellow line
shows the initial masking signal and the blue line is the equalized
one, which follows the spectral behavior of the undesired noise.

4.2. Real-World Experiment

The developed system has been installed in a real room. In par-
ticular, the DSP board has been connected to a non-traditional
sound reproduction system formed by vibrating sound transducers
mounted on rigid panels [33], as shown in Figure 7. The trans-
ducers are Revolution Acoustics MultiducersTM SSP6 used also
in [33] and they have a frequency range of 45Hz-20kHz and an
impedance of 8 Ohm. In addition, the response of the panel is
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Figure 4: First simulated test considering a pure tone (green line)
to be masked, a sound signal (yellow line) used as masker and
sound signal after the equalization procedure (blue line).
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Figure 5: Second simulated test considering white noise filtered
between 1kHz and 2 kHz (green line) to be masked, a sound signal
(vellow line) used as masker and sound signal after the equaliza-
tion procedure (blue line).
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Figure 6: Third simulated test considering white noise filtered be-
tween 200Hz and 1 kHz (green line) to be masked, a sound signal
(vellow line) used as masker and sound signal after the equaliza-
tion procedure (blue line).

equalized following the procedure of [33] to enhance the sound re-
production and compensating the non-ideal effects introduced by
the panel itself. A TV has been mounted in front of the panels
while on the opposite side of the TV there is a kitchen. The mi-
crophone for the ambient noise analysis has been installed on the
roof, as shown in Figure 8. The microphone is an Audio-Technica
ES945 and it is located near the listener position, in front of the
TV. The ambient noise captured by the microphone comprises the
noise generated by the working extractor fan of the kitchen and
propagated in the open space room. Most of the power of the cap-
tured noise is concentrated in the frequency range from 20 Hz to
3 kHz. Figure 9 shows with the red line the frequency response
of the original soundtrack and the equalized sound with the green
line. The equalized signal is obtained by applying the equalization
curve shown in Figure 2, which includes the equalization of the
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Figure 7: Installation of the vibrating sound transducers behind
the wall where the TV is installed.

MIC\O &

Figure 8: Installation of the microphone in the roof near the lis-
tener position.

panel and the masking procedure. It is evident how the original
signal is equalized by the algorithm thus improving the perception
of the sound generated by the system.

For the final objective evaluation, the normalized signal-to-
noise ratio (NSNR) [30] has been considered. For each frequency
bin k, the NSNR(k) is computed as

} dB,

where Ps(k) and Py (k) are the power spectral density of the signal
and the noise, respectively, calculated as

Ps(k)
Py (k)

NSNR (k) = 101og;, { (15)

1 2
Pe(k) = 7| X (k)] (16)

where L indicates the length of the signal X that could be the
masker signal, depicted by S in Eq. (15), or the noise, described
by N in Eq. (15). The NSNR represents an objective measure that
quantifies how much the environmental noise corrupts the audio
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Figure 9: Frequency response of signal used for the masking pro-
cedure (red line) and its equalized version (green line).

Figure 10: NSNR behaviour calculated for the real experiment.

signal. High levels of NSNR are preferred implying that the sig-
nal is less corrupted by the noise. Figure 10 shows the obtained
results: the blue line represents the NSNR calculated considering
the signal reproduced by the panel, including the only equaliza-
tion of the panel, while the red line represents the NSNR calcu-
lated considering the enhanced signal after the application of the
mask estimated by the presented algorithms. It is evident that good
results are achieved in the frequency band of the undesired noise
signal (i.e., below 3 kHz), achieving an enhancement of 10 dB,
thus confirming the feasibility of the proposed approach. Finally,
informal listening tests have been performed involving 5 expert lis-
teners who work in the audio field and are familiar with subjective
evaluations. All the listeners have noticed a great improvement in
sound reproduction and noise suppression, demonstrating the ca-
pability of the system to improve sound perception and also the
intelligibility of sounds in this noisy environment.

5. CONCLUSIONS

In this paper, a real-time system for audio enhancement in noisy
environments has been presented. The system consists of three
main algorithms: an adaptive noise estimator, an auditory spectral
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masking technique, and an FFT-based equalizer. The system has
been implemented on a DSP board and tested in a real room using
vibrating sound transducers for reproduction. The performance of
the proposed system has been evaluated in terms of normalized
signal-to-noise ratio, showing a noise reduction of up to 10 dB and
proving the method’s effectiveness. Future works will be oriented
to test the system in more challenging scenario like yacht environ-
ment or automotive system and also considering formal listening
test with at least 10 listeners.
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